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1 PROJECT DESCRIPTION
In the �eld of arti�cial intelligence (AI) and agent learning, the
truly cutting edge and interesting problems lie in creating agents
which are able to learn, plan and make decisions in unpredictable
and noisy environments. To this end we seek to develop a cogni-
tive agent prototype combining the Belief-Desire-Intention (BDI)
agent architecture with a Partially Observable Markov Decision
Process (POMDP) framework. To showcase the e�cacy of such an
agent we also seek to develop a testing apparatus combined with a
collection of metrics to evaluate the e�ectiveness of an agent in a
3D environment.

2 RELATEDWORK
This research project delves into the �eld of cognitive agents in
simulated worlds, looking speci�cally at the performance evalua-
tion of a cognitive agent which uses a combination of architecture
designs.

In order to provide the reader with context and clarity the fol-
lowing sections detail the QCog framework which forms the basis
of the project into which new agents will be integrated and dis-
cusses current developments within the �eld, focusing on combined
BDI-POMDP architectures, the use of BDI agents with probabilistic
notions and knowledge representation and the use of POMDP’s as
an agent framework. Finally we discuss the commonly accepted
metrics used when testing cognitive agents in simulated worlds.

2.1 QCog Architecture
QCog is an architecture designed for adaptive self-learning agents
in 3D environments that are both complex and unpredictable. It is
designed to be an experimental platform for agent development and
evaluation using the Unity3D Game Engine[7]. Currently QCog
contains a reinforcement learning mechanism that uses a dynamic
policy selection mechanism that enables a cognitive agent to adapt
to unknown situations in its environment[12]. Entities placed in the
simulated world are designed to be generic and extensible for ease
of use within the architecture. QCog features adjustable simulation
settings which can be used to set the number of iterations you wish
to perform, a simulation speed control mechanism, a data recorder
which records important data metrics during the simulation, and
�nally a playback engine that allows simulations to be recorded
and played back for further study whenever the user desires[12].1

1See Appendix B for architecture diagram detailing a QCog agent

2.2 De�ning BDI Architecture
In systems which require high-level management of many di�er-
ent objectives, speci�cally control tasks in complex dynamic envi-
ronments where the application of conventional techniques have
proven to be di�cult and expensive to build, verify and maintain.
The BDI architecture represents just one possible solution to this
problem in an agent-oriented system. It views the system as a ratio-
nal agent which has certain mental inclinations of Belief, Desire and
Intention (hence the acronym BDI), these inclinations represent
respectively: the information, motivational and deliberative states
of the agent and determine the agent’s behavior [19].

In these environments it is a BDI’s �exibility to reason over di�er-
ent goals that allows it to adapt to changing situations by focusing
on the most appropriate objective at any particular time [21]

2.3 De�ning POMDP’s
A basic Markov Decision Process (MDP) can be described as a tuple
hS,A,T ,Ri, where

• S is a �nite set of states of the world
• A is a �nite set of actions
• T: S x A! �(S) is the state-transition function giving each

world state and agent action a probability distribution.
• R: S x A ! R which is the reward function giving the

expected immediate reward gained by an agent for taking
each action in each state.

In the MDP model the next state and reward depend only on
the previous state and action and no other prior state-action pairs,
this is what is de�ned as the Markov property. Agents utilizing
the MDP framework attempt to act optimally by calculating an
optimal policy, that is a policy which provides the maximum fu-
ture discounted rewards at the end of a given execution loop. In a
partially observable environment however the agent is no longer
able to determine its current state with complete reliability. Thus
we now consider the Partially Observable Markov Decision Pro-
cess framework (POMDP). A POMDP can be described as tuple
hS,A,T ,R,�,O, i, where

• S, A, T & R describe a Markov decision process
• � is a �nite set of observations the agent can experience

of the world
• O : S x A ! �(�) is the observation function which gives

each action and resulting state a probability distribution
over all possible observations.

Succinctly a POMPDP is simply a MDP where the agent is unable
to observe the current state and must instead make an observation
based on the action and resulting state, while the goal of maximizing
future discounted rewards remains the same.



2.4 De�ning Agent Performance, Metrics &
Scenarios

Agent performance can be described as how e�ective an agent is in
a given case using some means of scoring[3, 11, 13, 18].The score
itself is dependent on environment and scenario. An example of
a score would be the time taken for an agent to complete a given
goal/task. In order to evaluate the performance of an agent and its
adopted learning strategies we require a controlled environment
in which we conduct experiments using appropriate measures of
agent performance (metrics) so that a strategy can be meaningfully
evaluated and compared[9]. This environment is known as a simu-
lated world and within the context of this research project refers to
the environments implemented using the QCog architecture[12].
The experiments mentioned above will be run in this simulated
world as di�erent testing scenarios with an underlying goal that
the agent is required to complete. It must be noted that metrics
do not strictly refer to an agent’s performance but also refer to
the measurement of the changes made to the parameters of the
environment where applicable[18].

2.5 Common Metrics
From existing works the most common metrics used for evaluating
agent performance are scoring, time, sensing, planning, delibera-
tion, rate of world change and commitment towards goals. Along-
side this there are other areas that can be measured such as the
degree of complexity and noise/unpredictability within a given
scenario[1, 3, 4, 6, 8–10, 13, 14, 18, 22, 23, 25]. Each of these can be
broken down into various components such as: rates of occurrence;
the number of occurrences; all of which can be represented as a
factor of time. When discussing time it is important to note that
there are issues with evaluating an agent’s performance in real time
and it is better to use a simulated world clock[11, 18]. Planning
also includes a subset of actions that are re�exive to changes in the
environment and these require separate measures[6]. Deliberation
is also referred to as re-planning and is costly towards an agent’s
performance. To counter this many of the existing works �lter
possible actions that can be deliberated on[6, 10, 11, 14, 18, 23].

2.6 Existing Testing Frameworks
There already exist a number of testing frameworks that are used to
evaluate performance of cognitive agents as well as various learn-
ing strategies that an agent may have. Examples of these types of
learning that these strategies utilize are reinforcement, supervised,
unsupervised and deep learning. Some of these frameworks are
designed using a custom framework to create simulated worlds
with agents placed in them.[5, 6, 11, 18] Other test frameworks use
existing game engines as a foundation that are further extended to
allow for AI research.[1, 3, 4, 8, 13, 14, 25]

2.7 Combining BDI-POMDP Agent
Architectures

Di�erent agent architectures excel under di�ering conditions.While
BDI agents excel at long term goal planning and strategizing they
traditionally have no notion of uncertainty and probabilities, and

while POMDP agents excel at acting optimally in partially observ-
able environments they are unable to manage multiple long and
short term goals e�ectively.[16][17][15] Traditional BDI architec-
tures do not generate plans, and those that do cannot handle sto-
chastic actions and probabilistic observations [21]. To this end there
has been a shift to combining the traditional BDI agent architec-
ture with other architectures such as POMDP’s to facilitate such
planning. AgentSpeak+ , an extension to the AgentSpeak(L) pro-
gramming logic and allows for the creation of agents that are able
to complete probabilistic planning using the POMDP framework.
Beliefs are represented as epistemic states allowing agents to rea-
son about uncertain observations and through a POMDP, optimal
actions are selected in pursuit of a goal within an uncertain environ-
ment. This in itself provides a platform for developing BDI agents
in stochastic environments, where a policy library may not exist or
represents incomplete domain knowledge [2]. Another approach is
the extension of the BDI architecture to include a POMDP planning
module, in order to facilitate the creation of plans which include
stochastic actions[20].

In this regard the challenge lies in knowing when to change
the current goal and then assign the new goal [24]. To account for
this, agents maintain a level of intensity of desire, analogous to a
human emotion. The more intense the sense of desire the greater
priority with which a goal is sought out, this intention must also
be satis�ed in the agent’s current belief state. As an agent acts
the belief state is updated, and so are the intensities of its desires,
which in turn update the set of intentions held by the agent. This can
be formalized as a "Hybrid POMDP-BDI architecture", a cognitive
agent which is able to not only plan over a number of di�erent
goals but also react and adapt within stochastic environments [20].
This combined architecture represents a novel approach to adaptive
agent learning, leveraging the strengths of both of the individual
architectures.

3 RESEARCH QUESTIONS
This research project seeks to answer the following:

What is the e�cacy of utilizing a combinedBDI-POMDPagent,
when planning and acting in a stochastic and noisy environ-
ment, when compared to the performance of agents using
either a BDI agent or POMDP architecture?

This problem can be broken down into four smaller research ques-
tions.

(1) Can an hybrid BDI agent be implemented with the
notion of probabilistic actions and planning, with
performance comparable to the existing reinforce-
ment learning agent in QCog?

(2) What bene�ts are there to utilizing a POMDP based
model learning framework in comparison to anMDP
based framework?

(3) What new metrics can be developed to evaluate the
performance of a cognitive agent given various ar-
chitectures and learning mechanisms, when used in
conjunctionwith currently accepted testingmeasures?
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(4) Howdoes a cognitive agent created through the com-
bination of aBDI andPOMDPagent architecture that
leverages the strengths of each respective architec-
ture perform, in comparison to the individual archi-
tectures themselves and the existing reinforcement
learning agent in the QCog architecture.

This project aims to develop and evaluate the performance of a
combined BDI-POMDP agent in a stochastic environment. We then
contrast this performance to the performance of a standalone BDI
agent, a POMDP based agent and the existing reinforcement learn-
ing agent in QCog, all evaluated within the same testing environ-
ment.

4 PROCEDURES & METHODS
Development of this project is undertaken in two distinct phases.
The division between phase one and two is between what is consid-
ered the minimum viable product which also merits a postgraduate
honours project and an implementation of a novel architectural
design achieved through the combination of the separate parts into
one complete system. This is done in an e�ort to ensure all members
of the team are able to work in parallel with minimal dependencies
on one another’s work.

4.1 Phase One
Phase one is designed to produce three independent deliverables.
Each member of the team is responsible for a speci�c deliverable
and each one of these has been chosen so that it is considered the
minimum viable product to showcase and merit a complete honours
project as it stands.

4.1.1 Yusri - A Hybrid BDI agent with probabilistic notions,
knowledge representation and reasoning. This agent will be integrated
within the QCog architecture and evaluated against the existing rein-
forcement learning agent currently implemented in the QCog.

4.1.2 William - A fully functional testing scenario implemented
in the QCog architecture and research results relating to both the cho-
sen metrics for evaluation, and the areas of improvement or extension
that could be made to the current QCog architecture.

4.1.3 Jonah - A POMDP based learning Agent, the agent will
a�empt to learn a POMDP and use the learned model for planning.
The agent will be integrated within the QCog architecture and eval-
uated against the existing reinforcement learning agent currently
implemented in the QCog which is MDP based.

4.2 Phase Two
Phase two culminates in the combination of the BDI and POMDP
agent architectures, resulting in a more sophisticated cognitive
agent which leverages the strengths of each of the constituent ar-
chitectures. This subsequent agent is then evaluated against each of
the individual agents as well as the existing reinforcement learning
agent within QCog.

4.2.1 Yusri & Jonah - The implementation of a cognitive agent
using the combined BDI-POMDP agent architecture. This agent will
be integrated within the QCog architecture and evaluated against the

existing reinforcement learning agent implemented in the QCog ar-
chitecture as well as the individual agent architectures created during
phase one.

4.2.2 William - Additional implementation of testing scenarios
in the QCog architecture, and evaluating the BDI and POMDP agents
created in phase 1 with the results being used to further improve the
current testbed.

4.3 System Prototypes
The end product of this research project is to produce a cognitive
agent prototype formed from the combination of the BDI agent
and POMDP architectures as well as a robust and comprehensive
testing environment for evaluating the performance of di�erent
cognitive agents.

Throughout the development process three separate agent pro-
totypes will be developed namely; a hybrid BDI agent with proba-
bilistic extensions, a POMDP agent and a combined BDI-POMDP
agent.

4.4 Design Features
This project will produce three adaptive agent prototypes, using
two well researched agent architectures namely: the BDI agent
architecture and POMDP framework. We seek to produce a hybrid
BDI agent with the extension of probabilistic notions, knowledge
representation and reasoning as well as a POMDP agent with online
planning. Inspired by current novel research we seek to combine
these agent architectures to form a third cognitive agent which
leverages on each of their respective strengths. The existing testbed
will also be evaluated and extended where necessary to facilitate a
more robust and comprehensive evaluation and comparison sys-
tem for the performance of various cognitive agents with di�erent
learning strategies.

4.5 Constraints
• The prototype agentsmust be implemented using the QCog

architecture.[12]
• The prototype agents produced must perform at a mini-

mum, the same as the existing QCog reinforcement learn-
ing agent.

4.6 Development Platform
The entire system and all prototypes will be integrated into the
QCog architecture. The QCog architecture is built on the Unity3D
game engine, thus scripting for the testing environment will be
completed primarily in C#. The development of the agents however
will be implemented primarily using Java.

4.7 Evaluating the system
The QCog architecture provides a testing and evaluation environ-
ment for agent performance. However one aspect of this project
is to evaluate and extend the system where necessary. The result-
ing agent prototypes from phase one will be evaluated using this
testbed. At the completion of phase two the resultant combined
agent prototype and the individual agents will be evaluated within
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a more re�ned and comprehensive test environment developed by
extending and enriching the current testing environment.

The performance of each of the di�erent cognitive agent archi-
tectures are to be evaluated, with respect to their ability to adapt to
changes in its environment while aiming to complete a given task.

5 ETHICAL, PROFESSIONAL & LEGAL ISSUES
This research project has one possible issue, the management and
use of the intellectual property of the QCog architecture, which is
currently part of unpublishedM.SC dissertation ofMichaelWaltham[12].

6 ANTICIPATED OUTCOMES
6.1 System
The main result expected from the system is to showcase the per-
formance and possible bene�ts of combining the BDI agent archi-
tecture with the POMDP framework to create a more sophisticated
cognitive agent capable of planning and decision making in noisy
and non-deterministic environments. Speci�cally comparing the
performance of the combined agent architecture to that of agents
using individual architectures within the same environment.

6.1.1 Design Challenges. There are three major design chal-
lenges to consider in this project.

(1) The extension of a BDI agent to include probabilistic no-
tions

(2) How a BDI agent architecture and POMDP framework can
be combined to form a single agent

(3) Deciding on a collection of testing metrics and ensuring
that they remain independent from the testing environ-
ment as best as possible while giving an e�ective perfor-
mance evaluation of a cognitive agent

6.2 Measures of Success
The project will be considered a success if the resulting cognitive
agent prototypes are shown to equally if not better than the existing
reinforcement learning agent in QCog.

6.3 Impacts of Work
Through the completion of this project we will evaluate and ex-
tend the current QCog architecture furthering its development and
testing capabilities , while forwarding research into the creation of
cognitive agents utilizing the combined BDI-POMDP architecture.

7 PROJECT PLAN
7.1 Risks

7.1.1 Integration failure. There is a risk of failing to integrate
the BDI architecture and POMDP framework into one cohesive
architecture for the agent. The concept is novel and given that this
is a new area of research there could be unforeseen circumstances
possibly leading to failure.

7.1.2 Loss of Team Member. If a project member is unable to
complete their area of work due to unforeseen circumstances. The
minimal viable postgraduate honours project - phase one- that has
been discussed in this document can be completed individually

which mitigates the e�ect of this issue. The completion of phase 2
is based on components created in phase one.

7.1.3 Equipment failure. A computer or laptop used by a team
member fails. This could result in the loss of work and data. This
risk can be managed by backing up data on cloud hosting providers
and cloud source control systems.

7.1.4 Redesign and Component Re-evaluation. During the re-
search and implementation phase certain components may be de-
termined to be unfeasible or unsuitable. Resulting in time wasted
to accommodate additional research and implementation. This risk
is managed through the inclusion of additional slack time in the
estimation of tasks which can be absorbed to accommodate the
increased implementation time if necessary.

7.2 Timeline
See Gantt chart in Appendix A for full breakdown of start and end
dates of individual tasks.

7.2.1 Project Start. 1 July 2017

7.2.2 Phase 1 Deliverable. Final deliverable of independent
modules due 22 August 2017

• Hybrid BDI agent
• POMDP Agent
• Additional testing metrics and scenario implemented in

the test environment

7.2.3 Phase 2. Final deliverable of combined BDI-POMDP agent
due 17 September 2017

• Combined BDI-POMDP cognitive agent
• Re�ned and extended test environment with additional

testing scenarios

7.2.4 Project End. 23 October 2017

7.3 Deliverables
7.3.1 Probabilistic BDI Agent. An implementation of an adap-

tive agent designed using the BDI architecture, with the extensions
of probabilistic notions, knowledge representation (i.e P-SHIQ & P-
SHIN) and probabilistic reasoning through the use of the PRONTO
reasoner. This agent will be integrated and operate within the con-
straints of the QCog architecture.

7.3.2 POMDP Agent. A POMDP planning agent implemented
in C# that operates within the constraints of the QCog architecture.
The agent must perform at least comparatively to the existingMDP
based planning component in QCog. In addition, the agent must
perform it’s planning online. The agent can engage in model free
or model based learning. There can also be an explicit POMDP
speci�ed for the environment. The agent will implement a variant
of Monte Carlo based search to evaluate the POMDP if it uses
model-based learning.

7.3.3 A collection of testing metrics, scenarios and a further ex-
tendedQCog architecture. A collection of existing and newly created
metrics that can be used to evaluate the performance of a cognitive
agent. Using the QCog architecture[12] a collection of test scenar-
ios will be implemented incorporating this collection of metrics
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within a complex and unpredictable 3D world. This will allow for
an overall evaluation of agent performance based on a number of
key areas tested through the di�erent scenarios. The QCog archi-
tecture will also be further improved and extended based on the
results of testing the various cognitive agents within QCog and the
observations made during phase one of the project.

7.4 Milestones
These dates are �xed milestone dates not subject to change.

• 12 June: Project Proposals Presentations
• 30 June: Final Project Proposals Submissions
• 06 July: Start Project Website for documentation & plan-

ning purposes
• 24 July: Project Paper Plan/Sca�old
• 14 August: Initial Software Feasibility Demo
• 15 August: First Implementation, Performance Test &

Writeup
• 05 September: Outline of Final paper
• 11 September: Project Weighting Decision
• 12 September: Final Draft of Paper
• 22 September: Final Submission of Paper
• 02 October: Final Code Submission
• 03 October: Final Project Demonstration
• 09 October: Project Poster
• 12 October: Final Project Website
• 23 October: Re�ection Paper

7.5 Required Resources
7.5.1 Unity3D. The Unity3D Game Engine is required to run

the QCog architecture[12]. The personal edition of Unity3D is avail-
able freely from their website[7] and has all the necessary tools
for the possible improvement and extension of the current QCog
architecture.

7.5.2 Pronto Probabilistic Reasoner. A Java library utilized for
reasoning with probabilistic knowledge representation. The source
code can be found on their GitHub page.
https://github.com/klinovp/pronto

7.5.3 Computational Requirements. CPU: 3.0 GHz dual core
or better
RAM: 4 GB
Operating Systems: Windows 7 or later, macOS 10.11 or later
Video Card: DirectX 9 compatible with 512 MB video RAM or better
(NVIDIA GeForce 210/ ATI Radeon HD 5470)
Sound Card: Yes

7.6 Work Allocation
Work is distributed amongst the three team members, for phase
one each team member is responsible for the design and implemen-
tation of their individual modules relating to the entire system as
a whole. The project is divided in such a manner that phase one
is completely decoupled and independent for each team member
and they will produce their own individual deliverable. Phase two
represents the combination of the individual agent architectures to

create a hybrid cognitive agent and then evaluating its performance.

7.6.1 Yusri.
• Design and implement a BDI Agent with probabilistic no-

tions, knowledge representation and reasoning
• Combine initial agent design with Jonah to create a com-

bined BDI-POMDP agent

7.6.2 William.
• Research into existing and new metrics for evaluating cog-

nitive agent performance and the design of a testing sce-
nario within the QCog architecture to provide evaluative
feedback for both cognitive agents designed by Yusri and
Jonah.

• Develop additional testing scenarios for more in depth per-
formance evaluation and extending and re�ning the QCog
architecture. Return evaluative feedback on the combined
BDI-POMDP agent.

7.6.3 Jonah.
• Design and implement a POMDP Agent, extending the

currently implemented MDP agent in QCog
• Combine initial agent design with Yusri to create a com-

bined BDI-POMDP agent
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B APPENDIX B

Figure 1: Architecture Diagram of Proposed QCog Agent Ar-
chitecture

[12]
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