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ABSTRACT

Collaborative virtual environments
(CVE’s) provide opportunities for in-
teraction, communication and cooperation
between participants at different physical
locations. For CVE’s to be effective,
participants must feel that they are
present in the virtual environment. It
has been postulated that avatars (virtual
representations) using body-like figures
increase presence. We outline a system for
providing real-time facial animation for
avatars in CVE’s. The system shall use a
performer driven approach, with fiducials
providing facial feature tracking. We
hypothesize that this system will increase
personal and group presence, and lead to
a greater emotional investment in group
interaction.

1 VIRTUAL ENVIRON-
MENTS AND PRES-
ENCE

The construction of virtual spaces within a com-
puter system has been possible for some time.
These virtual environments (VE’s) have been
used for a variety of applications, the most com-
mon being data visualisation, architectural walk-
throughs, and simulators. The main advantage
over traditional display techniques is that the user
becomes an important part of the scene. In-
stead of delivering the data to the real world via
a computer display, VE’s immerse the user in

the virtual world of the data. Collaborative vir-
tual environments (CVE’s) share a virtual world
among many users. Often the users are at sep-
arate physical locations, requiring network tech-
niques to deliver and maintain a consistent rep-
resentation of the environment. Those present in
a CVE are usually able to interact, communicate
and thereby collaborate on various tasks.

The potential for using shared virtual spaces
for collaboration and entertainment is well docu-
mented and is an active research topic for many
groups, including British Telecommunications [2].
They see possibilities for a new communication
paradigm facilitating interaction among people
at different physical locations. These people will
have a desire to “meet” because they share inter-
ests or need to cooperate on certain tasks. What-
ever the reason, they believe meeting in a shared
virtual environment allows multi-way communi-
cation and interaction far surpassing the potential
of standard telecommunications technology.

Key to developing a usable CVE is the ability
to convince the participants that they are present
in the VE and that others are there with them -
they must have mutual awareness. Without the
sense of personal and group “presence”, it is im-
possible for active and productive collaboration to
take place. Slater et al [14] define presence as “a
state of consciousness, the (psychological) sense
of being in the virtual environment”. Slater et
al [12, 13] further classify presence into personal
presence and shared presence (or co-presence).
Personal presence relates to the subjective feel-
ing of actually “being” in the VE, leading to a
sense of “places visited, rather than seen” [14].
Shared presence refers jointly to the feeling that
others in the VE actually exist, and to the feeling



of group membership.

This all important idea of presence relies on
the user sensing others and feeling immersed in
the virtual environment. To this end, objects
and participants should behave as expected; they
should show the same characteristic behaviour as
they would in the real world. That is, they should
act, react and, with respect to the participants,
express themselves in a believable way.

In order to support mutual awareness, issues
such as user location, availability, attitudes, and
personal and group identity must be addressed.
These issues can be tackled by using virtual repre-
sentations of participants, or avatars. Avatars are
crucial in a CVE, as they represent the point of
view of each participant in the virtual world and
thus facilitate an awareness of ongoing activities.
Avatars using body-like figures are particularly
useful, since animation of body movements and
facial expressions can be used to enhance mutual
awareness.

This project aims to provide an increased de-
gree of expression for participants in distributed
virtual environments by providing believable real-
time (and hence low bit rate) facial animation
for their virtual representations. The objective
will be to achieve the best results possible using
relatively low cost, widely available equipment.
The focus will be on recognizing lip movement
for vocal communication and major expressions
such as smiling, frowning, surprise and so on. We
hypothesize that the increased expressive ability
provided by the facial animation should lead to an
improved sense of presence and mutual awareness
and therefore a greater emotional investment.

In the next section, we describe the various
techniques used for facial animation and some
of their applications. Section 3 discusses the re-
quirements for a real-time system. We present an
overview of our project in Section 4. The paper
ends with a brief summary.

2 FACIAL ANIMATION

In the real world, facial expressions are the best
indicator of a person’s mood, emotion and general
“state”. On the whole the face, and specifically
the eyes, are important for intimacy and trust.
Mood, emotion and trust are important issues in
collaboration and they must be conveyed in some
way. Within a CVE, facial animation for avatars

is one possible solution.

Figure 1: An implementation of Waters’ mus-
cle model showing a smiling expression (Compaq
Cambridge Research Laboratory). The black line
segments in the first figure indicate the directions
of possible muscle contraction.

Computer assisted facial animation is a well
established field that has been applied to high-
compression video conferencing, synthesised ac-
tors, character animations, virtual reality, and
lip-synchronisation and lip reading for the deaf.
The major challenges in facial animation are:

1. Developing realistic and flexible models.
Constructing a believable 3D facial model
is perhaps the most difficult aspect to facial
animation. Physically based muscle models,
such as those by Lee [9], Terzopoulos [16, 17]
and Waters [18], are realistic but computa-
tionally expensive, while deformations of ge-
ometry [11] and texture [8] generally trade
realism for speed. Figure 1 shows an imple-
mentation of Waters’ muscle model.

Many systems try to construct a facial model
that closely resembles the actor driving the
animation. Guenter et al [8] use Cyber-
ware scans with complex texture mapping
while Escher and Magnenat-Thalmann [6] fit
a generic mesh model to a specific face us-
ing control points obtained from two camera
views.

2. Recognition, analysis and later synthesis of
expressions. Recognition and synthesis of ex-
pressions is often achieved through performer
driven animation (actor tracking) [1, 7, 19].
Alternatively, functional control can be used
to replay and interpolate predefined expres-
sions. This allows expressions to be manually



“constructed” through a control panel inter-
face.

3. Parameterisation of expressions and expres-
sion components. Several techniques allow
the parametric definition and deformation of
facial models. Early work was done in this
area by Ekman who developed the Facial Ac-
tion Coding System, FACS [5]. Magnenat-
Thalmann et al have since developed the
Abstract Muscle Action system, AMA [10].
An important development is the more re-
cent ISO backed protocol: the MPEG-4
Synthetic/Natural Hybrid Coding (SNHC)
scheme. This protocol defines parameters
for facial definition (FDP) and animation
(FAP).

The various techniques discussed in this section
are frequently combined - the choice dependent on
the final application.

3 REQUIREMENTS FOR A
REAL TIME SYSTEM

For a real time system, it is necessary to recog-
nize, transmit and synthesize the facial expres-
sions as they happen (or with a delay that is
effectively un-noticeable to the users). In order
to do this, it is important to maintain a consis-
tent frame-rate for the animation - ideally 15-25
frames per second. This is a major aim of our
system, and we will need to combine and tailor
the methods discussed in the previous section to
achieve this.

For virtual reality systems, performer driven
animation is desirable. Functional control tech-
niques can be used, but these require some ad-
ditional type of user interface between the user
and their avatar. No matter how ingenious the
approach, the extra thought and effort required
from the user will always detract from the spon-
taneity of expressions and the overall experience.

With performer driven animation, the biggest
bottleneck in the system is likely to be expression
recognition and tracking. For this reason, it is
important to find ways to aid and simplify the
recognition process. Typically, fiducials (small
markers) in the form of balls or paper discs are
placed onto the participant’s face and tracked in
time (see Figure 2). The positions of the fiducials
must be determined for each frame of the video

Figure 2: An actress wearing facial fiducials - in
this case, brightly coloured beads.

sequence and each fiducial should be correlated
with the corresponding fiducial of the previous
frame. For complex tracking, multiple cameras
can be used in order to determine the positions
in 3D. Fiducial correlation between each camera
is then required.

The main problem is the identification of the
fiducials for each frame of the sequence. This is an
image segmentation problem which can be tack-
led using standard techniques developed in this
area. One approach is to find all the connected
pixels that fall within the known colour range
and calculate the positions from these pixel clus-
ters. The image analysis is computationally ex-
pensive, especially when the entire image needs to
be scanned for each frame of the sequence. To en-
sure real-time animation, shortcuts are required:

• Additional input devices can be used to aid
tracking and make predictions about the fu-
ture fiducial positions. This means that only
certain regions of the image need to scanned
for fiducials - speeding up the recognition
process. More complex motion prediction
could further refine the search regions.

• Only the key facial features need be tracked -
the others can be “faked” through simulated
expressions.

• There is room for limited interpolation be-
tween adjacent frames. Interpolation can
only be performed when the time difference
between frames is sufficiently small. Buffer-
ing frames that have a large time separation
will cause excessive delays.

• It is not totally necessary to use multiple
cameras. If the overall head movement is



small, 2D tracking can be sufficient for real
time applications.

• It is also not essential that the facial model
closely resembles the user. More impor-
tantly, the avatar’s expressions should be be-
lievable, smoothly animated and correctly
convey the user’s emotion.

A number of attempts have been made at pro-
ducing a real-time animation system for appli-
cations such as virtual videoconferencing. An
example is the system developed by Escher
and Magnenat-Thalmann [6]. Their anima-
tion is driven by feature recognition from live
video and/or phonemes extracted from the audio
stream. Processing tasks are delegated amongst
different machines to improve performance. The
results are integrated and used to drive free form
deformations to a mesh model resembling the ac-
tor.

4 PROJECT OVERVIEW

Currently, this project is work in progress. The
material presented in this paper is an overview
of intended work and represents our future direc-
tion. We hope to complete the project midway
through 2000, and perform experiments to verify
our hypotheses.

4.1 EQUIPMENT

• CrystalEyes Sterographic glasses and Log-
itech ultrasound head-tracker.

• Some form of facial fiducials.

• Silicon Graphics workstations with the stan-
dard SGI cameras.

4.2 APPROACH

We shall use a performer driven animation ap-
proach with 2D fiducial tracking. A single camera
will be used for video input with the CrystalEyes
StereoGraphics glasses providing head tracking
(position and orientation). The changes in fidu-
cial position will drive model deformation.

Our planned animation system is outlined in
Figure 3. The two input devices, a video camera
and the CrystalEyes glasses (for headtracking),

are shown at the top. The various processing
modules appear below. These modules are de-
scribed in detail in Sections 4.2.1-4.2.3.

Work has been done on the controlling routines
for the headtracker (module A) and the image
segmentation routines (module B). Preliminary
image segmentation is performed by thresholding
the images in HSV colour space.

4.2.1 INITIALISATION

0: The initialisation module (greyed) calibrates
the head tracker and camera and correlates the
images from the camera with the position and
orientation data from the head tracker. The rou-
tine also scans the initial image of the face and
determines the positions and colours of the facial
fiducials. This is the only time that the entire
image is scanned for fiducials.

The position and colour information is en-
tered into a database, with colouring information
linked to the position of the corresponding fidu-
cial. In subsequent frames, the information in the
database is used to find and isolate the fiducials,
as described below.

4.2.2 FIDUCIAL TRACKING

A: This module uses the current position and ori-
entation of the headtracker to transform the fidu-
cial positions of the previous frame. This gives
a crude prediction for their positions in the new
frame.

B: A recognition routine uses the predicted
positions along with the colours of the previous
frame to find the fiducial positions for the cur-
rent frame. The new colours and positions are
entered into the database.

C: It is now a simple task to compute the
change in fiducial positions which are then used to
deform the facial model. Changes is fiducial po-
sitions are used rather than absolute coordinates.

4.2.3 MODEL DEFORMATION

D: Once the positions of the fiducials are deter-
mined for each frame, they are used to deform
a facial model. A simple polygonal mesh model
for the face will probably be used, with free form
deformations to the control points of the mesh
driven by the positions of the fiducials. More so-



Figure 3: Flow diagram for recognition, analysis and synthesis of facial expressions. The greyed section
is performed only once to initialise the system.

phisticated muscle models (see Figure 1) may be
investigated for added realism.

The final system will be implemented us-
ing DIVE [4, 3], a toolkit for the development
of multi-user distributed virtual environments.
Only the deformations to the facial model will
be transmitted to each participant, with the ren-
dering performed on their workstations. This will
limit the amount of data transmitted across the
network.

4.3 EXPERIMENTS

In order to test the hypothesis mentioned in Sec-
tion 1, we will perform various experiments aimed
at assessing any increase in personal and group
presence. Since facial expressions are so tightly
linked to a person’s emotion and mood, we will
need to carefully design experiments with appro-
priate scenarios. Participants will need to com-
municate their feelings through their expressions
and be attentive to the others in the environment.

Several scenarios involving careful listening,
discussion and small group collaboration are be-
ing considered. A more ambitious aspect of the

project is the possible application to distance
counseling and therapy. Slater et al [15] have
performed such an experiment involving public
speaking anxiety in virtual environments. Their
goal is to investigate the effectiveness of virtual
environments in psychotherapy for social phobias.

A major issue in the design of these experi-
ments is finding reliable and objective measures
of presence, which are, at least for now, rather
elusive. One may argue that if we need presence
in order to work effectively, then we should use
task performance as a metric. Indeed, it is com-
monly used for testing virtual environments, but
since performance is influenced by many factors,
it is not totally reliable. Instead, subjective mea-
sures such as post-experiment questionnaires are
often used.

5 SUMMARY

A real time facial animation system will be de-
veloped for avatars within a collaborative virtual
environment. The aim of the system will be to de-
termine the effect of facial animation on personal



and group presence.

We will be using a performer driven approach,
with fiducials providing facial feature tracking. A
single camera will be used to track the fiducial
motion in 2D. CrystalEyes StereoGraphics glasses
and a Logitech ultra-sound head tracker will pro-
vide orientation and position information that
will aid the tracking. An emphasis is on using
relatively low cost and widely available equipment
to provide good real time results.

Several experiments measuring the effects of fa-
cial animation on presence need to be designed.
These experiments will focus on the expressive
ability of the avatars, and the effect this has on
the overall experience within the CVE.
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