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Abstract

Collaborative virtual environments (CVE’s)
provide opportunities for interaction be-
tween participants at different physical lo-
cations. For CVE’s to be effective, partici-
pants must feel that they are present in the
environment. It is believed that avatars us-
ing body-like figures increase presence. We
outline a system for providing real-time fa-
cial animation to avatars in CVE’s and de-
scribe our current working prototype. Our
system uses a performer driven approach,
with markers aiding facial feature tracking.

1 Introduction

Collaborative virtual environments (CVE’s) offer
a new communications paradigm using existing
telecommunications technology. Traditional elec-
tronic communication techniques such as standard
voice, voice and data, video-conferencing, and a
variety of internet enabled methods all have very
definite limitations. In contrast, virtual reality al-
lows multiple users to interact and collaborate in a
shared space [1].

Key to developing a usable CVE is the ability to
convince the participants that they are present in
the VE and that others are there with them - they
must have mutual awareness. Without the sense of
personal and group “presence”, it is impossible for
active and productive collaboration to take place.
Slater et. al. [12] define presence as “a state of
consciousness, the (psychological) sense of being in
the virtual environment”. Slater et. al. [10, 11]
further classify presence into personal presence and

co-presence. Co-presence refers jointly to the feel-
ing that others in the VE actually exist, and to the
feeling of group membership. In order to support
co-presence, virtual representations of participants
- avatars - are used. Human-like avatars are often
used to give participants a greater sense of pres-
ence.

In life, the conveyance of facial expressions is a sig-
nificant part of our social communication - their
most basic function being to indicate our under-
lying emotions. If participants in CVE’s are to
feel socially aware, they must have an efficient and
transparent method for conveying and observing
changes in emotional state. We believe, therefore,
that the VR experience will be more convincing if
avatars in a CVE are able to complement their vo-
cal communication with facial expressions.

This project aims to provide an increased degree
of expression for participants in CVE’s by provid-
ing believable real-time facial animation for their
avatars. We hypothesize that the increased ex-
pressive ability provided by the facial animation
should lead to an improved sense of presence and
co-presence and therefore a greater emotional in-
vestment.

2 Background

A major part of facial animation is the construction
of computer facial models. The first parameterised
facial model was developed by Parke [8]. Since
then, models that simulate muscle movements have
been developed by Platt [9] and Waters [13]. In
order to animate these models, parameterisation
schemes have been used to quantify facial expres-
sions. Magnenat-Thalmann et. al. [7] developed an



abstract muscle action model (AMA) for describing
facial expressions, building on the seminal work of
Ekman and colleagues [6]. More recently, MPEG
have defined facial definition and animation param-
eters as part of the MPEG-4 standard.

For the actual animation of expressions, actor
tracking is often used. When this is done, com-
puter vision techniques are used to track various
facial features. An analysis of the extracted feature
positions quantify the expressions in terms of some
parameterisation scheme (eg. AMA or MPEG-4).
The parameters are then used to sythesise the orig-
inal expressions in a computer facial model.

A recent example of such a system is that of Jacobs
et. al. [2]. They have created a real-time system for
recognising expressions and animating hand-drawn
characters. The recognition system tracks facial
features such as the eyes and mouth directly, and
interprets the movements in terms of the MPEG-4
Face Animation Parameters. Their work illustrates
that such systems are both possible and practical.

3 Project Overview

We are developing a facial animation system that
uses performance based animation. The objective
is to achieve the best results possible using rela-
tively low cost, widely available equipment. The
focus is on recognizing lip movement for vocal com-
munication and major expressions such as smiling,
frowning, surprise and so on.

Our system runs on a standard Windows PC us-
ing a single low-cost digital video camera for facial
feature tracking. We chose to use Windows as our
development platform for the following reasons:

• Windows workstations are widely available
and will, therefore, better fit our objectives of
producing a relatively inexpensive system that
has wide-spread applicability.

• The performance of these machines match and
in some cases surpass that of Silicon Graphics
workstations.

• The Win32 API has good support for multi-
media programming, including routines for au-
dio and video capture and manipulation.

• Moderate quality, low cost cameras (“web-
cams”) are available for Windows systems.
The Win32 API provides a consistent inter-
face for accessing the video stream from any

Windows compliant camera, thereby ensuring
the code written for one camera will work with
any other.

In [3] we presented an overview of our system and
our plans for it’s development. A number of the
components discussed in that paper have been de-
veloped and tested. We discuss some of these com-
ponents in the sections below.

3.1 Video Input

As mentioned above, the Win32 API has routines
for capturing input from both audio and video
streams. We have used these routines to capture
video input, frame by frame, from a camera. Us-
ing the Creative Web-Cam Go at a resolution of
320x240, with 24 bit color, about 15 frames are
captured per second. This has proven to be suffi-
cient for our tracking system.

3.2 Expression Tracking

For the expression recognition, markers (small,
colourful beads) are placed on an actor’s face and
tracked over time. The markers simplify the recog-
nition problem and allow the facial features to be
more easily tracked. Figure 2 shows the configura-
tion of the 14 markers used by our system.

Standard image segmentation techniques have been
employed to isolate and identify the markers in the
video images. The segmentation routines first con-
vert from a RGB to HSV colour space, and then
threshold the image pixels according to upper and
lower bounds on all three color components. Pixel
clusters that fall within these threshold values rep-
resent potential markers in the image. Since a sin-
gle 2D position is required for each marker, the
centroid of each cluster is calculated. In order
to ensure real-time marker recognition, we use a
technique that takes advantage of the coherence in
marker positions between successive frames. Sub-
sampling is used to further speed the marker iden-
tification.

3.2.1 The Marker Recognition System

The recognition system tracks individual facial
features independently. Search regions are con-
structed and maintained for each eyebrow, the
mouth and for four separate reference markers



whose purpose is discussed later. The search re-
gions are slightly larger than the bounding box of
the markers for that feature, for the previous frame.

Within the search region, the image is sampled. If
necessary, several passes are made over the search
region, each time increasing the sampling rate. The
sampling is done in such a way that no pixel is
revisited on the next pass. The iterations end when
the required number of good matches is reached 1.
For example, if we know that we should find three
markers in an eyebrow region, we stop searching
once we have three good matches. The definition
of a ‘good’ match is difficult and often dependent on
the markers being used. We want to exclude false
matches, but at the same time want to identify a
marker, even if it is partially obscured.

We have attempted to quantify each match by giv-
ing a “quality-of-match” weighting for each poten-
tial marker found in the image. The criteria for the
weighting of a match are:

• Size: the number of pixels making up the clus-
ter.

• Shape (1st order): the ratio of the cluster’s
width to height.

• Shape (2nd order): the percentage of the clus-
ter’s bounding box that the cluster fills.

When deciding which clusters represent markers,
the “quality-of-match” weighting and the proximity
to previous marker positions are considered. The
markers are arranged in such a way that the sys-
tem can always order and “label” them. Occluded
markers are simply represented by the “best guess”.
The system makes estimations of the positions of
these occluded markers using information from the
markers that have already been found.

The four reference markers are widely separated,
slightly larger than the others and normally visible
in all reasonable orientations. If the system can
find at least three of the four, it can accurately
predict the positions of the other markers. If it
does not find three out of four, it is unlikely to find
the other, smaller markers, so the current frame
is dropped and the system tries again in the next
frame. If it loses more than 4 consecutive frames,
it asks for a recalibration.

1We make sure that we finish the current iteration, how-
ever, since there may be an even better match a little further
on.

Figure 1: Eliminating the effects of rigid motion.

3.2.2 Correcting for Rigid Motion

It is important to separate the effects of global head
motion and the movement of the markers due to
changes in expression. Only then can the expres-
sions be accurately measured and quantified. The
four reference markers (above) are used to correct
for distortions due to rigid head motion. They are
fairly fixed (i.e. rigid) and therefore only undergo
movement due to rotations and translations.

During calibration, the system takes an initial shot
of the face looking directly at the camera - the plane
of the face being parallel to the image plane. The
four reference markers from this shot define an ini-
tial reference quadrilateral. Now, for every other
frame of the sequence, the 2D image transforma-
tion, T, that warps the current quad (defined by the
four markers) back to the initial reference quad is
determined. All the markers are then transformed
by this corrective warp. Once the rigid motion has
been eliminated, the marker displacements can be
calculated. Figure 1 illustrates this process.

If the face lay perfectly on a plane, this warp would
exactly cancel the rigid motion. Unfortunately, this
is not the case, so this method is an approximation.
Also, since the reference points are determined by



the centroid of their markers, and the shape of the
clusters representing the markers is susceptible to
noise, we cannot find their positions precisely. This
results in a “trembling” effect from frame to frame.
This severely affects the calculation of the 2D im-
age transformation and occasionally results in er-
rors much larger than the actual changes due to the
expressions. In order to fix this problem, we are
considering averaging the position of the reference
points across several frames (essentially applying
a smoothing filter) or using alternative recognition
techniques for these markers.

3.3 A Working Prototype

The techniques described above were used to de-
velop a real-time demonstration system for UCT’s
open day. The system consisted of three compo-
nents:

1. The recognition system (SERVER): each
frame of the video input was analysed and the
positions of the markers were determined. The
techniques described above were used to iden-
tify and “label” the markers.

2. The communication system: the marker posi-
tions were placed into a packet 237 bytes wide
and transmitted to the remote animation sys-
tem using Windows asynchronous sockets. At
the remote system, the packet was unpacked
and the values used in context.

3. The animation system (CLIENT): the anima-
tion system used the received marker positions
to drive an animation of a cartoon-like face.
Each part of the face was dependent, in both
position and movement, on the transmitted
parameters. For example, when the marker
on the bottom lip moved down, the animation
moved the cartoon face’s lip, chin and jaw by
an appropriate amount. The initial shape of
the cartoon face - its conformation - was set
at initialisation time with the transmission of
a special calibration packet. Some parts of the
cartoon face had automated movement. For
example, the eyes blinked randomly at a rate
of approximately once every seven seconds.

Figure 2 shows the major components of the system
and the flow of information between them.

Figure 2: Major system components. The trans-
mission indicated by the dashed line is performed
once, during system initialisation.

3.3.1 Demonstration Layout

The demonstration made use of three machines. A
single animation server was responsible for tracking
the expressions of an actress and determining the
marker positions for each frame of the sequence.
This machine was set up in the computer science
building on upper campus. The server transmitted
the marker positions to two animation clients which
animated the cartoon face accordingly.

The first client was a local test machine set up in
the same room as the server. Its purpose was to
act as a monitor for the animation system, allowing
the detection of any problems that the other client
may experience. The second client was set up in
the education building on lower campus. The two
clients each had a video camera and a microphone
and ran a Microsoft NetMeeting session between
each other. This allowed the actress to communi-
cate directly with the participants in the education
building using a video-conferencing link, without
putting an extra load on the server.

From the computer science building, the actress
could see and hear the users in the education build-
ing (via NetMeeting) and see the output of the an-
imation client on the local test machine. Those in
the education building could see and hear the ac-
tress (via NetMeeting), and observe the animated
cartoon-face on the remote demonstration machine.



3.3.2 Results

On the whole, the system ran smoothly through-
out the demonstration, which lasted approximately
four hours. Occasionally the system mis-tracked
due to rapid head movements or major distur-
bances to the room lighting. The tracking system
had functionality to recover from these situations,
however, and once recalibrated proved fairly stable.

Difficulties also resulted from asynchronous socket
errors which caused the system to halt unexpect-
edly. Manual re-initialisation was then required on
both server and client side. This problem was infre-
quent and unrelated to the animation system, but
will need to be addressed before a reliable system
can produced.

Figure 3 shows a sequence of images captured
during a demonstration session. Despite the ex-
tremely crude cartoon model, the expressions are
still clearly recognisable.

4 Future Work

Much work remains to be done before we reach our
objective of providing real-time facial animation in
CVE’s. We have outlined the major areas of future
work below:

1. Expression Tracking: Ideally, we would like to
implement a recognition system that does not
require markers of any type. We believe that
this to be possible, as Jacobs et. al. [2] have
illustrated. The most serious obstacle to this
will be time constraints.

2. Models: With the demonstration system de-
scribed above, a simple cartoon-like face was
animated. We hope to first extend the sys-
tem to warp 2D facial images and textures and
then develop and animate 3D facial models.
We must establish which models are most suit-
able for these purposes and which of the corre-
sponding deformation techniques will provide
the best results.

3. Integration with DIVE: The entire animation
system must be integrated with a CVE author-
ing toolkit such as DIVE [5, 4] in order to test
the collaborative aspects of this project.

4. Experiments: An important part of the project
is to test the hypothesis that facial animation
will increase personal and group presence and

Figure 3: Expression correlation between actress
and cartoon.

encourage a greater emotional investment in
the virtual environment. Since facial expres-
sions are so tightly linked to a person’s emo-
tion and mood, we will need to carefully design
experiments with appropriate scenarios. Par-
ticipants will need to communicate their feel-
ings through their expressions and be attentive
to the others in the environment.

5 Summary

We are developing a performance based system
to provide real-time facial animation to avatars in
CVE’s. Our system uses relatively low cost equip-
ment to perform facial feature tracking and analy-
sis. We have tested the system with live video input
and produced a simple real-time animation. Once
the system is completed, we believe that the con-
veyance of accurate facial expressions will increase
the user’s sense of presence and provide a more con-
vincing and compelling virtual experience.
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