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Abstract

This work investigates methods to provide clinically useful visualisations of the data pro-
duced by an X-ray/CT scanner. Specifically, it examines the use of perceptual depth cues
(PDCs) and pereeptual depth cue theory to create cffective visualisations.

Two visualisation systems arc cxplored: onc to display X-ray data and the other to
display volumetric data. The systems are enhanced using stereoscopic and motion PDCs.
The presented analyses show that these are the only possible enhancements common to
both systems. The theoretical and practical aspects of implementing these enhancements
are presented.

Volume rendering techniques are explored to find an approach which gracefully handles
poorly sampled data and provides the interactive rendering needed for motion cues. A low
cost real time volume rendering system is developed and a novel stereo volume rendering
technique is presented. The developed system uses commodity graphics hardware and
Open-GL.

To evaluate the visualisation systems a task-based user test is designed and implemented.
The test requires the subjects to be observed while they complete a 3D diagnostic task using
each system. The speed and accuracy with which the task is performed are used as metrics.
The experimental results are used to compare the effectiveness of the augmented perceptual
depth cues and to cross-compare the systems.

The experiments show that the user performance in the visualisation systems are statis-
tically equivalent. This suggests that the enhanced X-ray visualisation can be used in place
of CT data for some tasks. The benefits of this are two fold: a decrease in the patient’s

exposure to radiation and a reduction in the data acquisition time.
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Chapter 1

Introduction

Medical imaging is growing in importance. Non-invasive diagnostic techniques provide
clinicians with insight into a patient’s pathology. Accurate and rapid diagnoses are made
possible in this way. Interactive digital medical imaging places the clinician in control and
it exposes a wider range of data.

Unfortunately, non-invasive techniques expose the subject to harmful radiation. Tech-
niques to reduce the radiation dosage are constantly being sought. Limited angle and sparse
angle CT are two such techniques.

This dissertation explores the use of perceptual depth cues and perceptual depth cue
theory to create cffective visualisation of X-ray/CT data. It is hypothesised that cffective
visualisation can be used to reduce the impact of limited and sparse angle CT reconstruction
artifacts. In addition, it is believed that X-rays can be used for diagnostic tasks for which 3D
reconstructions have been traditionally reserved. To test these assertions, several prototypes
will be developed and studies performed to test the effectiveness of the perceptual depth

cue enhanced systemus.

1.1 Computed tomography

Computed Tomography (CT) describes the process of reconstructing an object’s cross sec-
tion from projections of the internal structures taken at various angles. The projections
arc crcated through various techniques, for example, the transmission of X-rays or charged
particle deflections[47, 23]. Several modalitics arc commonly used, in particular, Magnetic
Resonance Imaging (MRI), X-ray Computed Tomography (X-ray/CT), Positron Emission
Tomography (PET) and Photon Emission Computed Tomography (PECT). Each of the

modalities reveals different properties of the imaged object. Through these techniques the


















Chapter 2

Volume visualisation

Volume visualisation techniques have been investigated for nearly two decades. The ren-
dering algorithms have evolved from those producing coarse block-like images to those
producing near-photo realistic images in real time.

In this chapter we present an overview of the volume visualisation techniques. We
begin in Section 2.1 by discussing volumetric data. In Sections 2.2-2.4 we describe various

visualisation techniques. Finally Section 2.5 provides a summary.

2.1 Volumetric data

Volumetric data comes in various forms, either: rectilinear, structured, unstructured or
hybrid — illustrated in Figure 2. When volumetric data was introduced in Chapter 1, it
was defined as a stack of CT rcconstructions. This form is classified as rectilincar and it
is the most common in medical imaging. When rectilinear data has an equal resolution in
each dimension, it is classified as uniform. Uniform data seldom occurs in CT data because
of differences in slices resolution and slice separation.

The data points constituting a volume are know as vozels (volume elements). Voxels
are the equivalent of pixels extended into a third dimension. Voxels may be interpreted in
two different ways. Either as point samples with no dimension; or small cubes whose values
are the average value of the region they represent. Regardless of the interpretation, voxels
samplc a continuous ficld in three dimensional space. Sampling theory applics to volumectric
data, as it docs to images. To faithfully represent an object, the voxels nced to sample
the object’s space at more than twice the highest spatial frequency (as per the Nyquist
Theorem)[33]. Even in full data acquisition and reconstruction methods, the subject is

seldom sampled at rates high enough to form an accurate representation. Consequently,















12 CHAPTER 2. VOLUME VISUALISATION

Through careful selection of the coefficients, this method can be used to to illustrate

interior structures and compositions.

2.4.1 The principles of voxel volume rendering

The origin of volume rendering can be traced back to the light transfer equations used
in physics, specifically light transport theory [75] and Boltzmann’s equation. Boltzmann’s
equation was adapted by Kajiya [62] to develop “The Rendering Equation” of computer
graphics. The rendering equation is computationally expensive; consequently several simpli-
fications were made to make it feasible for usc in volume rendering. The simplifications arc:
(1) Only primary light rays arc considered (no reflections), (2) interactions with the regions
outside the data set are ignored, (3) voxels are treated as having isotropic absorption, and
(4) the only light entering the volume comes from a limited number of point light sources
[77, 26]. The resulting equation, aptly named the volume rendering equation (VRE), is

given as:

do I I4
1—/ ,{(w(,\))effo*e(%(A DA g (1)
d;

This equation describes the colour of a ray of light, I, after having passed through the
volume. The ray has been parameterised as z(\), where \ is the distance from the viewer.
Only the regions inside the volume are considered; consequently d; and d, represent the
volume entry and exit distances. k(p) and €(p) are functions, returning the colour and
extinction coeflicients for any given point, p, in the volume data. These are defined as
k(p) : R — R? and €(p) : R — R. The final colour, I, is the sum of all the colours along the
ray after having been attenuated by the extinction coefficients between the viewer and the
point of cmission.

An analytical solution to the VRRE does not exist and it must be evaluated numerically.
A common approach uses Rieman Sums (Rectangle Rule) for n equal ray segments of length
{= % [75, 112, 29]. Giving the following solution:

n—1

I = Zm@- e izocit
=0
n—1 i—1
= Z Kl - H et
i=0 G=0

Where
ki = r{z(d; +1il)),
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¢ = €(z(d;+ 1))

If we let
a = 1-— eit opacity at sample ¢
Py
= —t colour at sample ¢
%
¢ = ¢ a premultiplied colour and opacity
We find
n—1  i-1
I=>ca]J[1-«o
i=0 =0

= —i—Cl(l - Oé()) +C2(1 - 040)(1 - al) + ...
+Cn_1(1 — Ozo)(l — 051) Cen (1 — Ozn_g)

= ¢Q OVCT ¢ OVCT C3 ... OVCT Cp_1 (2)

The terms opacity («), its inverse, transparency (1 — o) and the over operator are com-
mon in digital image compositing [102] and provide a useful shorthand which has been
adopted throughout volume rendering literature. Kquation 2 is known as the volume com-

positing cquation. It may be written recursively as the blending operation:
Ii+1 = Il(l — az-) + c;az-

for back to front compositing. I; is the accumulated colour prior to the ray passing
through the voxel and [I; 1 is the resulting colour, which is closer to the viewer. Reversing
the direction of compositing changes the recursive definition and requires the accumulation

of both opacity and colour. The alternative blending functions arc:

Ii—l = L; + (1 — Aq) + C;Odi (3)
A = Ai+a(1—A4;) (4)

Aj; represents the accumulated alpha values. I is the colour of the background, and is
opaque.

While the volume compositing equation is the most common, it is not the only one [112].
Other approaches include the maximum or minimum intensity projection (MIP) and the
weighted additive projection (WAP). MIP uses the maximum or minimum value along the
ray as the final colour. WAP blends all the opacity values along the ray together with white,
modeling the characteristics of an x-ray. Figure 7 shows image generated using these three

compositing techniques. MIP is useful when a contrast medium is present in the data set,






























Chapter 3

Perceptual depth cues and

visualisation

In this chapter pereeptual depth cue theory is introduced and its application described in
volumetric and X-ray visualisation systems. In Scction 3.1 we introduce pereeptual depth
cue theory. A general description of perceptual depth cues and more detailed information
on individual depth cues is given in Section 3.2. This is followed by a discussion on the
combinatorial models used in perceptual depth cue theory in Section 3.3. Section 3.4 revisits
the voxel-based volume visualisation from a perceptual depth cue perspective. An analysis
of the “naturally” occurring perceptual depth cues is given, followed by a review of what
cues have been implemented in past systems. Section 3.5 explains how X-rays are generated.
This leads to a discussion of what PDCs are “naturally” present, followed by a discussion
of what PDC can be added, and what systems have been implemented in the past. In
Section 3.6 we account for limiting the study to just two perceptual depth cues and finally

Section 3.7 provides a summnary.

3.1 Perceptual depth cues theory

Humans have the ability to perceive 3D environments from two 2D images. One of the theo-
ries proposed to explain how this is achieved is that of Perceptual Depth Cues (PDCs) [114].
This theory illustrates that humans rely on contextual psychological information provided
within the retinal images, along with physiological properties of the eyes, to locate and po-
sition objects relative to one another. The perceived relative distances are combined with
prior experience to conject absolute distances [88].

Depth cue theory consists of individual depth cues and models describing how the cues

23
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Figure 19: Graph representing the most effective cues over distance. Reproduced from [99].

3.3 Combining perceptual depth cues

Ignoring the affects and interaction between present and missing PDC may result in am-
biguities. Beyond this, it is costly and impractical to implement every PDC. In fact, some
PDCs cannot be implemented correctly, for example, depth of focus. In such cases it may
be beneficial to omit the cue entirely [98]. There are usually several dominant PDCs for a
specific task and environment [38, 99]. Only the dominant cucs and dominant cue relation-
ships nced to be implemented, as these support accurate depth judgements. The human
visual system is fairly resilient. Consequently, minor depth cues may provide conflicting
depth information without much ill affect provided that the dominant cues are correctly

supported.
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. T Perceptual
Model

Figure 20: Combination models for perceptual depths cues. The circles represent depth
cucs. The cllipse on the right represent the tasks at hand. Both cues and feedback from the
tasks allow the viewer to build a perceptual model(middle ellipse), which in turn, is used
for the task. a) The carlier unified model. The perceptual model for all tasks is based on a
weighted sum of all the input cues. b} A newer, more flexible model. Cues are combined
according to their reliability and need. Each task is associated with a separate perception.

3.3.1 The unified model

Prior to the formulation of a combinatorial model, a set of ad-hoc rules and guidelines were
used to determine dominant cues. Experimental results were used for this purpose. The
“unified model of PDC theory” [13, 25] sought to provide a structured explanation of the
combinatorial relationships. In this model a perceptual model is built by the viewer for all
tasks. The perception is based on the weighted sum of the PDC inputs — sce Figure 20a. A
later variant of this modcl uses dynamic weighting of the individual cucs according to their
reliability for the tasks and environment [142]. The weights are determined experimentally.
For example, Figure 19 illustrates how the effectiveness of various cues change over distance.
Note that the perspective cues combined with binocular disparity provide the strongest

impact over a wide range of viewing conditions [124].

3.3.2 The adaptive model

The unified model cannot effectively account for binary cues (for example occlusion); unre-
liable cues, which introduce ambiguitics if considered at all; or the non-additive naturc of
cues [136]. Several complex relationships have been identified experimentally. For example,
when motion cues and binocular disparity are presented together they are more effective
than the sum of the individual cue’s effect. Motion cues and binocular disparity are of

equal importance in applications requiring the exploration of spatial relationships [109, 119].







































Chapter 4
Stereoscopic depth

In the last chapter we caine to the conclusion that KDE and stereopsis are the two PDCs
that will be used in our visualisations. While supporting motion cues (through interactive
manipulation and/or animation) requires the development of algorithms specific to a vi-
sualisation, stereopsis may be implemented relatively independently. Given the technical
difficulties associated with producing an effective stereoscopic system, it is understandable
that much attention has been paid to this topic here and in the literature. Stereoscopic
display design consists of two tasks: composition, which describes how stereograms are
constructed; and presentation, which ensures the left and right cye receives only the corre-
sponding image.

This chapter covers: the concepts of stereopsis (Section 4.1), stereogram composition
(Section 4.2), presentation solutions (Section 4.3) and software frameworks (Section 4.4).
These techniques are used in the development of the visualisation systems presented in
Chapter 5.

4.1 Concepts of stereopsis

The word stereopsis stems from the Greek word meaning solid sight[18]. 1t describes how
humans see depth using disparities between the images formed on the retina of each eye.
The two images arc fused mentally to provide a single image with depth information. The
perceived depth of a point depends on the position of the corresponding (homologous) points
in each eye. The difference in the position is known as disparity.

Measuring the difference between retinal images is difficult. Consequently, when stere-
ograms are discussed, the separation between the displayed points, known as parallaz, is

used as a metric. The parallax value characterises the depth of the perceived 3D point and
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P.d .
Ty = ma (b)
Pyd
TZU - d+ PZ (7)

In the toe-in model, the two cameras are rotated by ¢ around an axis parallel to the y
axis, passing through the reference point R lying on the z axis. Equivalently the 3D points
may be rotated in the opposite direction with respect to the same reference point, R, while
the camera remains static. This is illustrated in Figure 28b, with the two planes coincident
and a 3D point, P rotated to give the points P;, and Pg for the left and right camcras
respectively. From this geometry the horizontal and vertical components of a 2D point,

r = (z,y), for a given camera are calculated by projecting the 3D point, P, as follows:

d( Py cos % — (P, — R;)sin %) (8)

Ty = ’

x (P, — R.) cos %—i—apmsin % + R,
dpP,

Ty = .
y (P, — R;)cos %—l—aP sin% TR

(9)

where o = —1 for the left projection, giving the projected point rz, and o = 1 for the
right projection, giving the point rpg.

The rotation introduces subtle side effects, which can be seen when examining the stereo
projections mathematically. Both the parallax in the image and the equation describing
the horopter are affected. Equations of the parallax and the horopter are derived below,
modified from [48]:

The parallax, D, is calculated as the difference between the components of the left and
right homologous image points:

Dy,=rp—rp (10)

Substituting Equations 8 and 9 scparatcly for the left and right views into Equation 10

results in the following cquation for horizontal, H, and vertical parallax, V}:

—2d(P2sin % cos § + A(P, — R,)sin $)

Hp — 2 12 9 (11)
A% — PZsin ()
0
‘/p _ 2dPTPy Sin z - (12)
A? — PZsin (%)

Where A = (P, — R,)cos g + R,
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P=(z,y,z), as:

Pd+ P.%
y = —= 13
T ) (13)
P,d
, 14
T!J d—|— Pz ( )
where the left and right projection are specified by setting o« = —1 and « = 1 respec-

tively. It is clear that there is no vertical parallax, as the value for r, does not change from

the left to right projection. The horizontal parallax is given by the equation:

Pt
H, = 1
p d+Pz ( 5)
d )
= - %) (16)

This cquation produces parallax which is proportional to the cye separation and inverscly
proportional to the distance from the display. Additionally, as an object extends into the
distance, 2 — oc, the parallax approaches the viewers eye separation, H, — t. The equation
places bounds on the parallax in a natural manner.

If implemented directly, Equations 13 and 14 describe the off-axis system. Equation 13

can be manipulated to yield the following equivalent equation:

d(P, — al) t
- =7 +a_.
d+ P, 2

This equation, combined with Equation 14, describes the on-axis projection. The stan-

Ty —

(17)

dard perspective projection is all that is required and the implementation is described as:
1. A Translation of a% applicd to the x component of all 3D points
2. A standard projection of the 3D points
3. A horizontal translation (pan) of —a%, applied to the resulting image.

While Equations 13 and 17 are mathematically equivalent, the projection operation is
not commutative in the discrete display space. As a result, the stercograms constructed
for the same scene using on-axis and off-axis projection will be different. An cffective
means to understand the differences may found by examining the field of view (FOV) for
each method — Figure 30a and 30b. In the on-axis method, the parts of the image lying

on the edge in the direction of translation are discarded. Consequently, the final image
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Most of the parameters in stereoscopic systems are dependent on the viewing task and on
user preferences. At first, one might consider using values which approximate real viewing
for the default system values. Such Orthostereoscopic systems are often too restrictive,
requiring the viewers eye separation and camera separation to match while the perspective
constraint is maintained. The perspective constraint ensures that the normal image size,

perspective and depth relationships are maintained. 1t is given by
Vd - mfv

where Vj is the viewing distance, f is the focal length® and m is the magnification factor.
Southard [119] used this approach to define his stereoscopic system. An orthostereoscopic
display is not useful for viewing scenes at either end of the scale spectrum — for example,
visualising solar systems or atoms - as the depth effect is not noticeable at these scales.

A more flexible approach is to use experimentally determined values for some of the
system parameters and from these calculate the unknowns. For example, consider, £, the
cyc scparation paramcter. If Equation 15 is rewritten to give ¢ as a function of H,, with

Hj, converted to the visual angle, the result is:

H
t = —pd (19)
1 - d+z
H,i+1
= 71)(2_4_ )7 where 1 = g (20)
7

2d(i + 1) tan% 21)
¢

i may be interpreted as the depth of the scene in units of the viewing distance, d (An
alternate derivation of ¢ is given in [18]). If we substitute an acceptable value for the
maximum parallax (8 = 1.5) into Equation 21 along with the maximum and minimum z
values for the scene, we obtain a suitable value for the eye separation. If the z values for the
scene cannot be determined, an alternative is to use the approximation ¢t = 0.028d, which
is common in stereographics literature.

The equation for maximum parallax, P,,:

1 1
P, = mft(d— — 3)

taken from [18], relates t to other system parameters. f is the focal length, related to

the FOV. m is the magnification, rclated to the screen size. d, is the distance from the

3Focal length and FOV arc closcly related, changes to the one, will force changes in the other.
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by high refresh rates; monitor brightness (monitors should be as bright as possible, but the
contrast setting of the image and the screen should be as low as possible); the resolution;
the display techniques; the angle of the viewer to the display (the steeper the angle the
worse the cross talk) and finally the parallax (the larger the parallax the greater the chance
of ghosting [14]).

Image processing techniques have been used to reduce ghosting. One such technique
approximates the cross talk and attempts to correct for it via image colour subtraction [84].
Otherwise, ghosting may be reduced by making various tradeoffs. For example: low per-
sistence phosphor monitors may be used at a higher cost, or the image’s contrast may be
lowered. Lowering the contrast is not ideal as it requires a trade off with stereo acuity.
Stereo acuity is related to visual acuity and both are proportional to the retinal illumina-
tion. Webber’s Law, which deals with the detection of objects over a range of intensities,
indicates that to improve acuity, the luminance should be as high as possible.

Time multiplexing implies that each eye receives half the normal light level. A perceived
reduction in the image’s brightness occurs as a consequence of the temporal integration done
by the HVS [52].

The field switching does not have a negligible time and is perceived as a flicker. To
prevent visible flickering, the polarising field and monitor must be synchronised and run at
high refresh rates (twice that of normal monitor refresh rate). The minimum refresh rate
for a monitor viewed under normal conditions is 60Hz, sceing that this is halved duc to the
multiplexing, the minimum refresh rate for the stereo setup is 120Hz. As higher refresh
rates lead to less noticeable flicker, it is fortunate that today’s monitors can be pushed to
achieve frequencies of just above 150Hz, which results in a reasonable 75Hz refresh rate for
each eye. Flickering is worsened when the viewing environment contains fluorescent light
sources as aliasing occurs.

Over the past few years several manufactures have produced shutter glasses and, as a
result, there exists a host of incompatible hardware/software solutions. Fortunately, de-

facto standards are emerging.

4.3.2 Time parallel displays

Time parallel displays include a much larger category of devices and techniques, most
of which use optical separation to achieve stereoscopic viewing. The earliest systems used
mirrors and prisms to provide each eye with an image. Wheatstone’s stereoscope, developed

in 1838 [42], and the View Master stereoscope (1939) are examples of such systems?*. Some

4The View Master was sold as child’s toy and made stereo viewing popular amongst the general public.
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Projector-based displays are very popular, offering a large viewing area which may
be watched comfortably by several people simultaneously. Two projectors are fitted with
orthogonal polarising filters, while the viewers wear a pair of passively polarised glasses in
a similar fashion to the time-multiplexed projector solution.

Head mounted displays (HMD) are a costly alternative with a wide FOV and a relatively
low resolution. HMD’s provide an immersive display which is worn. The weight of these
displays is not negligible. They tend to restrict the users motions and require head tracking.

Several emerging technologies attempt to provide autostereoscopy. Autostereoscopic
systems attempt to display stercograms without requiring the viewer to wear any glasses.
These systems typically use lenticular screens or a tilton/barrier arrangement.

Lenticular screens have been used in the recently relcased SynthaGram™from Sterco-
graphics and the D4D technology from the University of Dresden [1]. The lenticular screen
ensures each eye receives a unique view. The SynthaGram™displays several images simul-
taneously, with each pixel consisting of several subpixels - extracted from several images of
the scene. This multiple image approach succeeds in allowing several head positions and
viewers. However, it is processor intensive and not yet suitable for real time graphics[85].
The D4D system just displays 2 images, requiring the user’s head to be in a fixed position.
The viewer’s eyes are tracked to ensure correct viewing. The display is suitable for a single
user only.

Parallax barrier systems consist of a vertically slitted plate placed in front of a column
interlaced image. The angle between the viewer’s eyes and plate ensures the correct eye
receives the correct image. The viewing position is limited to a narrow band in front of the
slit and the final image resolution is effectively halved[56]. The Tilton [127], or moving slit,
periodically moves the barrier left and right. The images are structured such that only the

correct image can be scen®[64].

4.4 Software frameworks

This section follows on from the theoretical and hardware aspects of stereoscopic systems

by considering the software aspects such as libraries and interfaces.

4.4.1 Stereo software libraries

Stereoscopic applications can be described as belonging to one of four generations:

5The Tilton is cffectively a time multiplexing approach.
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1%t Generation

1%t generation stereoscopic applications detect and control the hardware directly (known
as “raw control”). Applications written in this manner are bound to original stereoscopic
configurations. The code is cluttered with hardware control details such as timing, page

flipping, vertical retrace detection and synchronisation signal creation.

274 Generation

The lower level hardware control details arc encapsulated by a sct of drivers and librarics.
The application has to identify the underlying hardware and notify the stereoscopic library
through an API to load the correct drivers. The application then typically queries the
drivers for hardware limitations. The individual left/right images are sent to the API for
correct displaying. How the images are generated is left up to the application. A traditional
graphics rendering engine may be used to render each image, using either the off-axis or
on-axis method, depending on the available resources. Some custom graphics engines have
been developed to take advantage of stereoscopic coherence and invariants.

The most common acceleration techniques avoid recalculating Equation 14 and parts
of Equation 13 for both left and right images. Adelson and Hodges [2] extended this by
using the invariants found in normal equations to reduce the number of backface culling and
lighting calculations. An altcrnative acceleration technique uses the image gencrated for
onc cye and warps it to the view of the other, followed by patching to remove any artefacts.

An example of a popular 2™ generation system is the WINx3D driver system® for the
Windows ™ Operating Systems, which is used in combination with the DirectX, specifically
the DirectDraw graphics APIs.

37Y Generation

The application is built for systems with display drivers which support a sterco-capable
graphics subsystem. The application typically querics the display driver to check for the
existence of stereo capabilities. If available, the application renders the left-right images to
pre-allocated video memory (buffers). The display driver handles the stereoscopic hardware
control and produces the final stereoscopic output.

An example is an Open-GL application with stereo support. The application renders

the left and right buffers using an appropriately specified projection matrix (an off-axis

Shttp://www.win3d.com





















Chapter 5
Prototype systems

In the previous chapters both X-ray and volume visualisation systems have been examined
with respect to perceptual depth cues. It was discovered that stereopsis and motion cues
(KDE) were the only candidate PDCs which could be applied to both visualisation systems.
The principles and practices of producing and presenting stereoscopic images were then
described. In this chapter the initial prototypes and the paths taken to reach the final
systems are described. The final prototypes are discussed in detail.

In Section 5.1 the preliminary developments of the volume visualisation system, the X-
ray visualisation system and the stercoscopic display arc described. In Section 5.2 the final
volume rendering system is looked at, while, Sections 5.2.1-5.2.5 focus on the developed
volume rendering library and the characteristics of the output. Section 5.2.5 describes a
novel chromostereopsis extension to standard volume rendering. Section 5.2.6 discusses the
volume rendering experimental application based on the presented library.

In Section 5.3 the final stereo X-ray systemn is described. In Section 5.3.1, how stereo
X-rays can be captured using a fan beam X-ray scanner is investigated. Section 5.3.2
focuses the discussion on the LODOX machine and a model is developed to describe the
machine’s projection. A description of how the capture parameters can be chosen, based on
the projection model, to capturc an optimal sterco pair is included. Finally, in Section 5.3.3
the X-ray viewer softwarc is presented and the various aspects which went into its design

are described.

5.1 Initial prototypes

This chapter deals mostly with the development of final prototype systems. However,

this section discusses the avenues explored and systems developed in reaching these final
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would have the additional benefits of a larger display surface and support for multi-viewer

collaboratiomn.

5.2 Volume visualisation

The final volume visualisation system consists of two components. The first component is
a library with the necessary application support structures. The second component is the
actual experimental application.

The volume rendering library is based on the Open-GL APIl. While the core of Open-
GL is platform independent, the extensions are vendor (manufacturer) specific. This poses
hardware compatibility issues if the extensions are used. The volume renderer presented

here works on any Open-GL implementation supporting version 1.3 and later.

5.2.1 Library structure

The library structure is given in Figure 39. The library can be divided logically into 3 main
sections. The sections deal with the manipulation, storage and display of the volumetric
data.

5.2.2 Volumetric data storage

The data storage classes take carc of loading and saving the volumetric data stored in various
formats. Access and control of the data is done through a common interface ( VolumeData).
In this way the format specific details are hidden. The MemoryData class was designed to
hold run time generated data, and it serves to unify the memory allocation process with

that of the data storage.

5.2.3 Volumetric data processing

Before volumetric data can be rendered it must be prepared. This need arises from the
constraints Open-GL places on texture dimensions and formats. Open-GL restricts texture
dimensions to powers of two. (This is due to efficiency concerns.) In other words, a 2D
texture must have dimensions 2" x 2 where n,m € N. There are several options for
adapting non-compliant data: cropping, padding, resampling and bricking.

Cropping and rcsampling potentially result in data loss, while padding and bricking
do not. However, padding the data results in larger memory requirements. Consider, for
example, a volume with dimensions 100 x 100 x 130. The padded dimensions would be

128 x 128 x 255, which uses 3.2 times the memory. Bricking can be used to alleviates this
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Post classification: [ = classify(interp(vy, vo, b))

Pre classification: [ = interp(classify(v ), classify(vs), h)

I is the resulting intensity, which is determined for cach colour channel (RGBea). v1 and
vy arc two voxel values (densitics). h is the interpolation factor in the range [0,1] € R.

Post-classification generally produces higher quality renderings and is the “correct” in-
terpolation scheme if Equation 1 is considered. Additionally, the separate interpolations of
the opacity and colour channels, in pre-classification, result in sampling artifacts[139]. Re-
cently Engel, et al. [29] developed a technique to produce corrected, high quality renderings
using pre-classification.

Variations of multi-dependent texturing are used to implement many of the PDC vol-
ume rendering extensions discussed in Chapter 3. For example, the volume gradients used
in the shading calculations may be stored as a scparate texture or part of a texture. A re-
cent Open-GL extension includes quantised normal representation into the list of available
textures formats. This extension simplifies the implementation and reduces the memory
requirements for shading enhancements. Many new volume rendering techniques have re-
sulted from the increased programmability of the combination stage. Draft versions of the
new Open-GL specification include this functionality via fragment programs. Fragment pro-
grams are small segments of code which tell the graphics card how to combine texture and
other environment variables. At the time that this system was developed, these techniques
were only available through Open-GL extensions. For more reading on this topic refer to
[107]

The data processing classes in the library reflect the needs of the renderer. VolumeDat-
aProcessor is the base class for the other processing classes. It provides a common interface
and reporting mechanism through which sub-classes may report the progress of their pro-
cessing. The VolumeData WindowMapper class supports quantisation of the volume data
down to 8 bits. The conversion interpolates the data between the specified maximum and
minimurn cut off values. The VolumeDataHistogram class calculates the histogram for a
given volume. The histogram can provide some insight for the selection of the cut-offs for
the VolumeData WindowMapper and identification of regions of interest. The VolumeNor-
mals class approximatcs volume normals using central difference gradient calculations and
quantises the results accurately using 16 bits. The VolumeDataStackBuilder and Volume-
DataNormalStackBuilder classes convert the volume and gradient data into formats suitable
for use as textures, including reordering the data according to each of the axes and adding

padding.
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/x Select the primary azis (largest value) x/

Vectord v = abs(viewVee);

i = (v[0]>v][l] && v[0]>v[2])? 2:((v[1l]>Vv[0] && v[1]>v[2])? 1: 0);
curTexStack = &textureStack[i]; // select the texture stack

// Determine the stack traversal direction (back to front rendering)
dircction = (viewVec[curTexStack—>getPrimaryAxis ()] < 0)7 1: —1;

IO Ol W

Listing 1: Codc for choosing which stack should render

5.2.4 Volume renderer

The volume rendering classes are constructed from a base class (Renderer). This class
establishes and maintains the Open-GL state (settings) required for rendering. It includes
three texture stacks, one for each volume axis. For a given view position and direction, a
single stack is used. The stack used for rendering is chosen according to which of the three
contains slices that are at the greatest angle relative to view direction. Listing 1 gives the
code to do this.

The TextureStack class contains the details necessary to build the slices, upload the
textures to the graphics card and render the textured slices. Open-GL uses an integer to
identify a texture which has been uploaded to the video memory. The command glGenTex-
tures fills in a list of integer names which may be used as identifiers. Named textures may
then be loaded and their environments set by binding their name to the current texture
environment. The data transfer is done through a call to glTexlmage2D. The format and
internal parameters are used to specify whether the data is 8 bit indexed (look up table
based) or 32 bit RGBa. Other than this, both the pre- and post-classified data is handled
the same way — see Listing 2. If post-classification is used, the colour look up table is
loaded using the glColourTable command.

The TextureStack uses an array to represent the actual textured slices (quadrilaterals).

The array consist of interleaved vertex and texture coordinates, in other words:
[%,a: %,y ‘/07z TO,S TO,t e ‘/7,:1: ‘/i.,y ‘/i,z 117?,5 ﬂ,t . }

where V; is the it vertex and 7 is the associated texture coordinate. The array is filled
by constructing a template slice and copying the result after shifting its position for each
slice. This is possible, as only onc of the components of cach vertex changes between slices.
The texture coordinates and the vertex positions arc specified to skip any padded data.

As a result of this construct, drawing the textured quadrilaterals is relatively simple
— see Listing 3. The array traversal direction is chosen to ensure the textures are drawn
back-to-front.
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1 glGenlextures (nSlices ,texNames ); // Create a list of texture names
2
3 for (i=0; i<nSlices; i++4) {
4 // Upload the texture and associating it with the specified name
5 glBind Texture (GL.TEXTUREZ2D, texNames [i]);
6 glTexImage2D (GL.TEXTURE2D,0 ,internal ,
7 width , height , // texture dimensions
8 0,format , // data description
9 GL_UNSIGNED BYTE, // input data type
10 (void*) volume ); // pointer to the start of the slice
11
12 // Apply to each named texture environment
13 glTexParameteri (GL.IEXTURE 2D, GLIEXTUREWRAPS, GLCLAMP);
14 glTexParameteri (GL.TEXTURE 2D, GL.TEXTUREWRAPT, GL.CLAMP);
15 glTexParameteri (GL.I'EXTURE2D, GLIEXTUREMINFILTER, FILTERIYPE);
16 glTexParameteri (GLLTEXTURE2D, GL.TEXTUREMAGFILTER, FILTER.-TYPE);
17 volume += step ; // Nexzt slice
18 }
Listing 2: Open-GL for binding, loading and setting the environment for a texture.
1 /* point to the array of slices =/
2 glVertexPointer (3,GLFLOAT, stepSize ,sra);
3 glTexCoordPointer (2,GLFLOAT, stepSize , sra+3);
4
5 int slice = (dircction >0)? 0: nSlices —1;
6 int inc4d — direction *4;
7 int arrayStart = slice x4;
8
9 for (i=0; i<nSlices; i++, arrayStart+=incd , slicet+=direction) {
10 /* Bind the texture enwvironment for the slice */
11 glBindTexture (GL.TEXTURE2D, texNames [ slice ] );
12 glDrawArrays (GL.QUADS, arrayStart ,4);
13 1

Listing 3: Open-GL code to render the textured slices in a stack

During rendering, the actual composite operation depends on the GL rendering engine’s

state. MIP, WAP and the standard volume composit are implemented simply by changin

the blending settings, as shown in Listing 4.

g

1 glEnable (GLBLEND);

2 switch (method) {

3 anWAP: glBlendFunc (GL.CONSTANT_ALPHA,GL.ONE) ;

4 glBlendColor (1,1,1,1.0f/nSlices);

5 break;

6 cmMIP: glBlendingEquation (GLMAX); // alternatively GL_MIN
7 break;

8 default: glBlendFunc(GLSRC.ALPHA, GL.ONEMINUSSRC_ALPHA)

9

}

Listing 4: Open-GL code for sctting the compositing method













82 CHAPTER 5. PROTOTYPE SYSTEMS

1 static float white[4] = {1.0f,1.0f,1.0f,1.0f};
2 float texGenParams[3];
3
4 // Setup the second texture environment
5 glActiveTextureARB (GL.TEXTUREIARB ) ;
6 glDisable (GL.TEXTURE2D);
7 glTexParameteri (GL.TEXTURE_1ID, GL.TEXTUREMAGFILTER, GL_LINEAR);
8 glTexParameteri (GL.TEXTURE_1ID, GL.TEXTUREMINFILTER, GL_LINEAR);
9 glTexParameteri (GL.TEXTURE_1ID, GL.TEXTURE.WRAPS, GL.CLAMP);
10 glTexEnvfv (GLTEXTURE.ENV, GLTEXTUREENV.COLOR, white );
11 glTexEnvi (GL.TEXTUREENV, GL.TEXTUREENV.MODE, GLMODULATE);
12
13 // load the texture
14 glTexImagelD (GL.TEXTURE_1D,0 .4 , spect TexWidth ,0,
15 GLRGBA, GL_UNSIGNED BY'L'E, spectlex );
16
17 glEnable (GL.TEXTURE_ID);
18
19 // setup texgen params
20 texGenParams [0] = texGenParams[1] = 0.0f;
21 texGenParams[2] = —1./(far—near);
22 texGenParams[3] = —near/(far—near);
23 glPushMatrix ();
24 glLoadIdentity ();
25 glTexGeni (GL.S ,GL.TEXTURE GEN.MODE, GL_EYE_LINEAR);
26 glTexGenfv (GL.S, GLEYEPLANE, texGenParams);
27 glEnable (GL.IEX1TURE-GEN.S));
28 glPopMatrix ()3
29
30 // switch to first texture environment (volume rendering as normal)
31 glActiveTextureARB (GL.TEXTUREO_ARB ) ;
32 glTexEnvfv (GL.TEXTUREENV, GL.TEXTUREENV_.COLOR, white);
33 glTexEnvi (GL.TEXTURE.ENV, GL.TEXTURE.ENVMODE, GL.REPLACE);

Listing 5: Open-GL setup for chromostereoscopic volume rendering

texture are generated automatically using the glTexGen command.

glTexGen is setup so that objects between the near and far parameters are textured
with the appropriate colour, while outside of this range the colours are clamped to “red”
and “violet” respectively — refer to Figure 46b. In an ideal situation, near and far bound
the visible objects tightly to achieve the best depth effect. The bounding box is used as an
indication of the range. Depending on the transfer function, this may not be very effective,

in which case the user must adjust the settings.

Listing 5 gives the Open-GL commands needed to setup the volume renderer for chro-
mostercopsis. The results arc shown in Figure 47. It is interesting to note that this technique
can provide additional depth information for MIP and WAP composites. These composites
are usually considered “flat”[44]. Additionally, this technique can be used to create the
atmospheric depth effect by using a texture which darkens (lowers the attenuation) regions

of the volume further from the viewer. This cue has not been applied using this approach
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was captured, 8, and the image resolution. € is measured around the centre of rotation, R,
relative to the axis Ag. Ag is the vector representing the zero angle — in Figure 51b 6 = 0.
The resolution is stored along with the image data. These parameters may vary for each
scan. The detector width, Ly, and scan length, in combination with the image resolution,

can be used to determine the pixel size. The X-ray image’s pixels are generally square.

The projection model

A projection model is required to support the use of 3D computer graphics with the X-ray
images. The adopted model assumes the projection to be ideal, ignoring errors which result
from imperfections in the detector and source. The model assumes that the source can be
represented as point source and the detector is perfectly linear. For a detailed discussion
and modeling of detector and source errors see [24]. The projection is modeled using a
combination of the traditional perspective pin hole and parallel camera models [33]. The
modcl places the origin at the point representing the X-ray source, positioned at the centre
of the scan. If the gantry is rotated by the angle 8, the 3D coordinates are rotated by —0
with respect to the centre of rotation, before projecting the points. The relative motion is
the same and keeps the projection model simple. Thus, for a 3D point, P = (z,y, z), the

projected point, r = (z,y), is given by:

ro= T(Zgfiset: 0 Zoffset) By (—0) T (=2 frget - 0 —20ffset )

LsP,

Ty = ;D,”L, (24)
z

ry = P (25)

T(z,y,z) represent the standard translation matrix and R, (0) represents the rotation
matrix, rotating by 6 around thc y axis. Unfortunately, the projection cquations cannot
be combined into a single 4 x 4 matrix operation due to the perspective division occurring
in only one component. Consequently, standard 3D graphics libraries cannot be used for
rendering the graphics. It is convenient to represent the measurements of the LODOX
parameters in terms of the image pixels. Doing so implies that Equations 24 and 25 produce

the projected points in the image coordinate space, requiring no additional transformations.

Capturing stereo pairs

Capturing a stereo pair is a fairly straight forward procedure. The subject is place on the

scanning table. The table is lifted to ensure the C-arm will not collide with the table when it
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Viewer

Preparation System Stereo Display

QT Direct Draw WINx3D

Hardware + Operating System

Figure 52: A structural overview of the X-ray viewer.

the bounding region. The only remaining parameter is the second scanning angle, which

can be calculated numerically using the information which has been gathered.

5.3.3 The X-ray viewer

The X-ray viewer software is divided into two sub-systems. The first part deals with the
data preparation and storage. The other is the actual stereoscopic viewing subsystem.
Figure 52 illustrates a structural overview of the system.

The user interface was written in QT [125], a platform independent widget library, while

the sterco viewer uses WINx3D, a sccond gencration sterco system library.

Data preparation

The preparation sub-system deals with the parameter specification, file management (load-
ing and storing) and data preparation. In terms of data preparation, the X-ray images may
be loaded as a sequence to build an animation or as a pair to build a stereo pair. A series
of stereopairs may also be built from animation sequences. The number of frames between
cach of the images in the stercopair may be specified and in this way the angle between the
images controlled.

Cropping, alignment and a simple noise reduction operation have been implemented.
The cropping and alignment markers are specified by the user interactively. In an effort to
reduce the work required to process long image sequences, the marker position updates are

synchronised across all the images.

Stereoscopic display

The stercoscopic display is based on WINx3D, which provides a uniform hardwarc access
layer to the underlying stereo device. WINx3D interacts with DirectDraw. DirectDraw is
the 2D graphics subset of Microsoft’s DirectX APIL. The API exposes the graphics cards

display buffers to the application. The application can then transfer image data directly to


















Chapter 6

Evaluation

In the previous chapters the two PDC enhanced prototype systemns and the theory which
lead to their development were described. In this chapter, the effectiveness of the PDC
enhancements for a given task is investigated. Experiments are conducted using both sys-
tems.

This chapter is begun with the aims of the experiments in Section 6.1. The evaluation
method and the reason for its selection is discussed in Section 6.2. The participants’ in-
formation is described in Section 6.3. This is followed by a discussion of the experimental
task (Scetion 6.4), the experimental procedure (Section 6.5), and the cquipment used in the
experiments and its configuration (Scction 6.6). The results are presented in Section 6.7

and Section 6.8 and discussed in Sections 6.9.

6.1 Aims

Two visualisation prototypes have been implemented. DBoth systems have been enhanced
using PDCs, specifically stereopsis and KDE. Reproducing the PDCs incurs additional costs
in terms of computational requirements and increases patient radiation in the case of the X-
ray system. Therefore, it was decided that the PDCs, stereopsis, KDE and their combination
should be investigated, to determine which is the most effective in each visualisation for a
given task. The task sclected was that of locating and marking feature points. The rationale
behind this sclection is that this task is frequently performed in a medical environment,
especially in a trauma setting where it is a common task to locate and estimate the position
of objects [35, 89, 132].

The experimental data will be used to rank the relative effectiveness of the PDCs. In

addition, by completing the experiments it will be shown that the X-ray visualisation can
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Accuracy (distance) | Time (seconds)
System PDC cascs Mecan Std dev | Mean | Std dev
Stereo & Motion | 0.07593 | 0.08821 | 43.63 | 14.99
X-ray Motion Only 0.04193 | 0.02244 70.66 29.17
Stereo Only 0.09961 0.04017 55.28 49.82
Stereo & Motion | 0.03332 | 0.01034 | 68.43 [ 19.13
Volume Motion Only 0.02598 | 0.00837 79.31 44.48
Sterco Only 0.03640 | 0.02621 | 86.59 | 31.67

Table 4: The means and standard deviations of for the X-ray system and volume rendering
system experiments. The statistics for cach PDC casc is shown for cach of the metrics.

System PDC cases Pearson r Value | Significant
Stereo & Motion -0.37 n
X-ray Motion Only -0.71 y
Stereo Only -0.67 n
Stereo & Motion -0.270 n
Volume Motion Only -0.32 n
Stereo Only 0.45 1

Table 5: Product moment correlation between time and accuracy for each of the experiment
cases. The statistically significant results (at p < .05000) are marked.

The accuracy is measured using the distance between the reference markers and the user
positioned markers. The value is calculated using the Fuclidian distance. DBoth the data
sct coordinate systems arc scaled to the the unit cube as to allow the measured accuracy
to be compared between the systems. The data sets are give in Appendix E.

Table 4 compares the average distance for each marker and average time it took for the
subjects to mark each point. The three PDC cases for each system are shown. Box plots
for each case and each system is shown in Figure 54 for accuracy and in Figure 55 for time.

Table 5 gives the correlations between the time and accuracy for each PDC category
in each system. Using the mean to rank the PDC yields the following results: For the
X-rays system based on time (fastest to slowest) we have stereo, motion & stereo, and
motion, while based on accuracy (most to least) we have motion, motion & stereo, and
stereo. For the volume visunalisation system based on time we have stereo & motion, stereo,
and motion, while for accuracy we have motion, sterco and motion combined and sterco.
ANOVA tests were used to check for significance in the ranking of the PDC cases for cach
of the systems. For X-rays system we have F'(2,21) = .69049,p = .51236 for distance and
F(2,21) = 1.2399,p = .30976 for time, while for the volume system we have F'(2,21) =
79602, p = .46427 for distance and F'(2,21) = .59837,p = .55881 for time. The results





















Chapter 7
Conclusion

X-rays are generally perceived as flat 2D images. Consequently, CT data is commonly used
when 3D information is needed for a diagnosis. LACT and SACT reconstructions contain
artifacts which limit their uscfulness for such diagnoscs.

The aim of this dissertation was to explore and enhance the visualisation of the data
available from a LACT and SACT X-ray/CT system. In particular, the use of perceptual
depth cues as an enhancement strategy was investigated. PDC’s were used to create “3D
X-rays”. Also, they were used to allow the viewer to see beyond the artifacts in the LACT
and SACT volume data and to extract useful information. A task based user test was
developed and implemented to evaluate the enhancements. The test results were used to
determine the effectiveness of selected individual depth cues and their combination, and

cross compare the visualisation systems.

7.1 Results obtained

In this section the work done and the main results obtained through the course of this

dissertation are summarised.

7.1.1 Literature review and PDC analysis

In search of an appropriate method to display LACT and SACT data, the volume visual-
isation literaturc was reviewed. An overview of PDC theory was provided and the imple-
mentation of PDCs in both volume rendering and X-ray systems surveyed. Both volume
renderings and X-rays were analysed based on PDC theory. The analyses revealed which
PDCs are “naturally” present and allowed it to be determined which PDC could be used

to augment these cues.
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Appendix A

Acronyms and definitions

A.1 Acronyms

AGP Advanced Graphics Port

ANOVA Analysis of variance

API Application programmers interface

CT Computed Tomography

FOV Field of View

HSV Hue, Saturation and Value. An alternative colour model to RGB scheme
HVS Human Visual System

KDE Kinetic depth effect

LACT Limited Angle Computer Tomography
MDTEF Multi-dimensional transfer function.

MIP Maximum or minimum intensity projection. One of the common volume compositing

strategy
Open-GL A standard Graphics libraries

PDC Perceptual Depth Cues

RGB Colour specified as three channels. The channels represent 3 primaries: Red, Green
and Blue






Appendix B

Real time isosurface browsing
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Appendix C

The experiment task
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X-ray system experiment

Experiment details:

User ID:
Test case [_|Stereo [ ]Motion

Feedback:

Please use this space to make any general comments:

[ ]Stereo+Motion






Volume rendering system experiment

Experiment details:

User ID:
Test case [_|Stereo [ ]Motion [ ]Stereo+Motion

Feedback:

Please use this space to make any general comments:




Appendix D

Experiments training document
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Appendix E

Experiment data sets
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