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Abstract  
The Capacity Limited, Cognitive Constructionist (CLCC) model of presence is 

proposed as an information processing model of presence, which is demonstrated to 

have more theoretical power than extant models. The CLCC model defines 

information processing paths between attention, working memory, declarative 

memory and procedural memory, which operate to create and maintain a semantic 

context or bias. Bottom-up information entering the sensory cortices is filtered by 

attention into working memory where it forms temporary structures encoding the 

subject’s experience of the VE. These structures also receive top-down information, 

which arises in declarative memory. This interaction of top-down and bottom-up data 

gives the entire model a semantic bias which attempts to keep the subject’s 

construction of the environment semantically coherent. This allows for inferences and 

decision making, which translates into high presence. A semantically incoherent 

construction, or one which does not have enough working memory capacity allocated 

to it will result in poorer inferences about the environment, and reduced presence. If, 

as the CLCC model contends, presence involves information processing rather than 

simple perception, then one would expect to see working memory interference effects 

and semantic content effects in presence.  Six studies were conducted to test these 

conjectures and validate the CLCC model. Studies 1 – 3 examined the role of working 

memory and attention on presence (the bottom half of the model), while Studies 4 – 6 

examined semantic content and processing effects on presence (the top half of the 

model).  

 

Study 1 manipulated working memory (WM) load during VE exploration. The CLCC 

prediction was that WM load would interfere with presence. Data from 177 subjects 

showed smaller effects than predicted: No WM effects on spatial presence, lower 

naturalness under spatial WM load, and lower engagement under verbal WM load. 

This suggests that spatial presence makes no use of WM, and that engagement and 

naturalness make limited use of it. While engagement seems to make use of semantic 

processing as predicted, naturalness seems to use spatial processing. Study 2 

examined WM use by media decoders by repeating Study 1 with a text-based VE. 

Data from 114 subjects shows no WM effects exist on any of the four ITC-SOPI 

factors. This supports Study 1’s finding that spatial presence does not use WM, but 
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contradicts results engagement and naturalness. Study 3 examined the relative 

contribution of attention and WM. 46 subjects viewed VE walkthroughs in three 

conditions: Viewing one walkthrough only (baseline), viewing two walkthroughs 

simultaneously (WM load condition), or viewing one walkthrough and a jumbled 

video simultaneously (attention load condition). The CLCC model predicted the WM 

load condition would interfere with presence the most, followed by the attention load 

condition, followed by the baseline. No difference was found across conditions, 

although naturalness and engagement predicted task performance, indicating that 

spatial presence is distinct from these factors, in agreement with the findings of Study 

1 and 2. 

 

Study 4 was a survey of semantic and processing effects on presence. Data from 101 

computer gamers indicate that it is how often gamers play presence games (and not 

how many years they have been playing) that predicts how important they consider 

presence to their gaming experience. This suggests a moderate term activation effect 

rather than a long term learning effect. Furthermore, gamers with a high thematic 

inertia rate presence as important to gaming, indicating a processing effect. Finally, 

gamers who are capable of integrating non-diegetic music into their experiences rate 

presence as more important, which supports the CLCC notion that information 

processing of both semantic and perceptual information is important to presence. 

Study 5 followed up Study 4 by focusing on one specific content area. 461 flight 

simulation gamers completed the survey. Findings largely agree with those of Study 

4, and strongly support the CLCC model prediction that highly specific expectations 

of content will reduce presence, while generalized expectations will increase it. 

Thematic inertia and priming were are also positively associated with presence, as 

predicted by the CLCC model. Study 6 manipulated non-diegetic information 

(background music) and semantic priming to test semantic processing in presence. 

The CLCC model predicted that all VE related information (semantic or perceptual) 

contributes to presence, particularly engagement and naturalness. 181 subjects were 

primed with materials semantically relevant or irrelevant to VE content, and then 

experienced the VE with no background music (baseline), music which semantically 

fit the VE, or VE music which was not a semantic fit. Priming did not influence 

presence as predicted, but non-diegetic music which fit the VE increased naturalness 

as predicted. The no-fit music produced the same presence scores as the baseline 
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condition, indicating that it was filtered out by attention, as predicted by the CLCC 

model. 

 

Overall, the CLCC model and data show that content effects occur in presence, and 

how these are mediated by declarative memory. It also shows that presence is a 

complex multi-level processing phenomenon. Spatial presence is at a cognitively low 

level, relying on perceptual (bottom-up) information, while engagement and 

naturalness are heavily dependent on conceptual (top-down) information, operating as 

a set of expectation-content comparisons which, when met by the content, lead to 

enhanced presence. These high and low cognitive forms of presence are largely 

independent, but do share some semantic effects, likely due to a reliance on common 

underlying cognitive processes such as priming and thematic inertia. The top half of 

the CLCC model (which encodes semantic meaning and explains content effects) is 

better supported that the bottom half (which predicted interference and attention 

effects). This finding is highly unexpected, as the literature on almost all extant 

models predicts an important role for attention in presence. From the data however, 

one must conclude that spatial presence makes no use of working memory, while 

cognitive higher forms of presence make use of limited amounts of working memory. 
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Chapter 1: Introduction 
 

Presence, the sense that one is experiencing a mediated or virtual environment as if it 

were real and non-mediated,  is strongly associated with mediation and technology, 

but in the end there is always a person, with intelligence, memories, biases and 

expectations, who takes in the stimuli produced by the environment, and has (or fails 

to have) a presence experience. This dissertation is about the role of the subject in 

presence. People are not passive agents in the world – they process what they 

experience, and they act based on what they know. This dissertation aims to uncover 

how much of the presence experience is attributable to this processing and knowledge. 

It is probably best to begin by giving a little history to put this research in context. 

Given the topic of this dissertation (virtual presence), one might expect this 

introduction to say something about Ivan Sutherland’s “perfect display” from the late 

1960s (Sutherland, 1965), or Marvin Minsky’s early work on on telepresence in 1970s 

(Minsky, 1980); the kind of thing one might call a “standard history” of virtual reality 

and presence. Such histories are interesting, but they do not reflect what this 

dissertation is about at all, because being histories of science and engineering, they 

place too much emphasis on presence as an aspect of a technology. Rather, I would 

like to set a broader context, free of reference to any particular technology, by 

beginning this historical excursion a little earlier than the 1960s. I would like to begin 

in the mid 1660s. 

 

During this time, Japanese poets were discovering a new medium, the haiku (Ueda, 

1996). Much like virtual environments (VEs) which evolved from television and film, 

haiku evolved from an earlier, well respected and well established poetic form called 

tanka (Ueda, 1996). A tanka aims to evoke a moment or emotion chosen by the poet, 

within the constraints of only thirty-one syllables (Ueda, 1996). Haiku, however, was 

far more ambitious. Being largely defined by minimalist-minded Zen Buddhist monks 

such as Matsuo Basho (1644 – 1694), all haiku aimed to evoke one particular emotion 

– sabi – using only seventeen syllables. Basho himself became quite proficient at 

evoking sabi within the difficult technical constraints of haiku – consider these two 

examples of his work: 
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Moonlight slanting 

through the bamboo grove; 

a cuckoo crying. 

Another year is gone; 

and I still wear 

straw hat and straw sandal. 

(Ueda, 1982) 

What exactly is sabi? Sabi was difficult to define, even by the haiku masters of that 

era. In modern Japanese, the word has transformed into sabishii, and refers to a 

bittersweet, peaceful loniless (Ikeno & Davies, 2002). For the haiku masters and their 

disciples, sabi was a complex emotion, and much discussion was devoted to defining 

it and understanding its nature. One of the most famous definitions of sabi was given 

by one of Basho’s disciples, Kyoraisho. During a discussion group, Kyoraisho is 

quoted as having said 

sabi is the colour of haiku; 

it is different from tranquility. 

For example, if an old man dresses up in armour and helmet 

and goes to the battlefield, 

or in colorful brocade kimono, attending his lord 

at a banquet, sabi is like this old figure. (Ueda, 1982) 

 

Perhaps sabi is a concept not too far from presence. Much like sabi, we who study 

presence struggle to define and capture its nature, although anyone can identify it 

when they experience it. Like sabi in haiku, presence is the colour of virtual reality (if 

one can paraphrase Steuer’s 1992 definition of presence that way). Like sabi which 

can be evoked using only seventeen syllables, very little external stimulation is 

required to bring about presence (as little as a few polygons on a screen; Slater et al., 

1995c), but at the same time it is difficult to arrange stimuli so as to guarantee a good 

presence experience. The most fundamental and important similarity between sabi 

and presence, however, is that they are both emergent properties of an information 

processing system which includes a human subject and a mediated space. The stimuli 

in haiku (the painstakingly selected seventeen syllables), much like those of a VE, 

need to be perceived by a subject, and decoded; then, as these stimuli are interactively 

processed in the  context of the subject’s previous experiences and knowledge of the 

world, the desired experience (be it sabi or presence) emerges. This dissertation is my 

attempt to convince the reader that this simple explanation of presence is true. 
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1.1 Aim of this dissertation 

The past five years have seen significant advances in presence theory. Several 

important predictive models have appeared (see chapter 3), and there has been 

significant improvements in thinking about the presence phenomenon itself. Theorists 

such as Biocca (2003), Timmins and Lombard (2005), Lee (2004) and Slater (2002) 

have identified phenomena and constraints to presence theory which allow for more 

exact development and evaluation of models (see chapters 2 and 3). It is from these 

developments that this dissertation begins. It aims to develop a model of presence 

which is able to satisfy all of the following criteria: 

 

1. Can explain presence in immersive as well as non-immersive media (Biocca, 

2003; Lombard & Ditton, 1997) 

2. Is equally suitable for explaining behaviour in real and virtual environments 

(Biocca, 2003; Timmins & Lombard, 2005) 

3. Is consistent with current models of cognition, and can be explained as an 

evolved natural process (Biocca, 2003; K. M. Lee, 2004) 

4. Can explain perceptual as well as content effects (Lessiter et al., 2001; 

Robillard, 2003) 

5. Can explain the duality of presence as a binary (Slater, 2002) and continuous 

phenomenon (Wirth et al., 2007) 

6. Is well supported empirically 

 

Although a number of useful models of presence already exist (see chapter 3), none 

are able to meet all the constraints listed above. By careful examination of each extant 

model, this dissertation will define the Capacity Limited, Cognitive Constructionist 

model of presence (CLCC), conceptually show that it has more predictive power than 

extant models, and empirically validate its central aspects using six studies.  

1.2 Assumptions and methods 

This dissertation begins with the assumption that presence is a psychological 

phenomenon which occurs due to the interaction of a subject with external stimuli, 

which may or may not be related to a mediated environment (after Biocca, 2003; K. 

M. Lee, 2004). Following this assumption, the methods used are those of 

computational cognitive psychology; the subject’s mind is assumed to be an 
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information processing system which can be modeled to produce specific predictions 

which can be verified empirically (after Neisser, 1967). By and large, these 

assumptions and methods are non-controversial in the presence field, although this 

dissertation places far more emphasis on the role of information content than previous 

work (this is justified in chapter 4). The measurement of presence in all studies is 

done by the use of self-reports, which have been at the center of some debate (see 

2.4.6 in chapter 2). This choice was made after a review of the psychometric 

properties of various self-report and other measurement methods, and is justified in 

section 2.6 (chapter 2). 

1.3 Outline of the dissertation 

This dissertation is divided into two parts. Part I (chapters 2 – 4) presents the capacity 

limited, constructionist cognitive (CLCC) model of presence, with its theoretical 

background. Part II (chapters 5 – 10) presents six studies which were used to 

empirically evaluate the CLCC model: 

1.3.1 Outline of Part I 

Chapter 2 presents a review of major conceptualizations of presence, and some efforts 

to unify theoretical strands. It then moves on to a review of measurement techniques, 

and concludes by selecting a definition and measure of presence to be used for the 

remainder of the dissertation. Chapter 3 reviews major presence models, and evaluates 

them in terms of theoretical soundness, empirical evidence, and their ability to deal 

with major theoretical problems in presence. Chapter 4 presents the CLCC model, and 

evaluates it theoretically, using the same criteria applied in chapter 3. 

1.3.2 Outline of Part II 

Chapters 6 and 7 present two working memory loading studies which examine 

presence under a dual-task paradigm. Chapter 7 uses a similar paradigm, but examines 

presence under divided attention. Chapters 8 and 9 present two survey conducted on 

computer gamers to examine the role of experience, content expertise and other 

processing factors in presence. Chapter 10 follows this with an experiment which 

examines the role of semantic coherence of the VE on presence. Chapter 11 presents 

conclusions for the dissertation as a whole. 
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Part I: 
The CLCC model and its 

theoretical foundations 
 

 

 

 

 

 

 

 

 

 

 

 

This part of the dissertation presents the capacity limited, cognitive constructionist 

model of presence as a theoretical entity. Chapter 2 begins by examining the concept 

of presence as it currently exists in the literature, and derives a flexible and powerful 

concept of presence to model. Measures of presence are then considered in order to 

find a valid and reliable basis for the empirical evaluation of the CLCC model in Part 

II. Chapter 2 critically reviews the most influential current models of presence in 

terms of their explanatory power and degree of supporting empirical evidence. 

Finally, Chapter 3 presents and justifies the CLCC model, and compares it, on a 

theoretical basis, with the extant models of presence reviewed in Chapter 2.
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Chapter 2: Concepts and measures of presence 
 

Currently, two significant theoretical hurdles stand in the way of presence research. 

First, although the presence experience is easily identifiable for the subject, a common 

scientific definition remains elusive; and second, little agreement exists in the field 

about how presence should be measured. Any empirical work must find some way to 

overcome these problems in order to claim some form of theoretical validity. This 

chapter has two goals: First, to critically review the current concepts of presence 

while focusing on efforts to unify them into a global concept, and argue for the 

importance of a cognitive perspective in unification; and second, to evaluate current 

presence measures so as to select a measure for the empirical component of this 

project which is consonant with the chosen presence concept. 

2.1 The phenomenon of presence 

Presence is a phenomenon which is associated with being a user of a system which 

mediates an environment. One definition which is a useful starting point for 

discussion is that provided by the International Society for Presence Research (ISPR), 

which is an international association of mostly academic presence researchers. That 

definition, which is heavily influenced by the synthesis of Lombard and Ditton (1998) 

is: 

 

Presence (a shortened version of the term "telepresence") is a psychological 

state or subjective perception in which even though part or all of an 

individual's current experience is generated by and/or filtered through human-

made technology, part or all of the individual's perception fails to accurately 

acknowledge the role of the technology in the experience. Except in the most 

extreme cases, the individual can indicate correctly that s/he is using the 

technology, but at some level and to some degree, her/his perceptions overlook 

that knowledge and objects, events, entities, and environments are perceived 

as if the technology was not involved in the experience. Experience is defined 

as a person's observation of and/or interaction with objects, entities, and/or 

events in her/his environment; perception, the result of perceiving, is defined 
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as a meaningful interpretation of experience. (International Society for 

Presence Research, 2000, paragraph 1) 

 

This standardized sounding definition is actually a little misleading. In practice, 

pinning down exactly what presence is has been made far more difficult due to a 

proliferation of subtypes of presence. Here are some examples: 

 

• Social presence: When subjects interact with simulated characters and 

mediated users as if they were not mediated (K. M. Lee, 2004) 

 

• Co-presence: When the subject feels as if other mediated users are really in the 

same space as themselves (Slater et al., 1999) 

 

• Story presence: When subjects feel as if they are inside the events of a story 

(Brown et al., 2003) 

 

• Cognitive presence: When subjects take the VE as the basis for cognition 

rather than the non-mediated world (Nunez & Blake, 2001)  

 

• Relational presence: When two subjects who experience a mediated 

relationship feel an emotional connection (Maguire & Connaughton, 2006). 

 

• Spatial presence: Where subjects feel as if they are occupying the virtual 

space, and they are sharing the space with the objects in it (S. Lee et al., 

2004b) – more confusingly, this is often simply referred to as ‘presence’ 

(Slater, 2003a), which gives the impression that it is somehow the top of a 

hierarchy of presence concepts. 

 

This is by no means an exhaustive list - Lombard and Jones (2006) are in the process 

of compiling a definitive taxonomy. A more constructive way to understand presence 

might be to consider all definitions as instances of a broader principle. In essence, 

presence arises when one person interacts with an environment (which may or may 

not be populated). This interaction could be mediated, or unmediated (Biocca, 2003; 
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IJsselsteijn, 2002; K. M. Lee, 2004; Lombard & Ditton, 1997). This very basic notion 

of presence originates from reports of operators of remote systems who, while 

working with their mediated systems, sometimes felt as if they were located at the 

remote site rather than at the workstation (Minsky, 1980). This phenomenon was 

described in detail by Sheridan (1992a), who suggested that presence could be applied 

to a user of a virtual environment, as this was simply a special case of teleoperation 

where the remote site was virtual rather than real. This extremely broad definition (“a 

feeling of being at the remote or virtual site rather than at the workstation”) has 

continued to be extremely influential. This basic concept has never truly been 

replaced, but rather refined. (a few notable exceptions exist – see Floridi, 2005 for an 

example of a different but not widely adopted notion of presence based not on the 

sense of being at a remote site, but on the notion of a mismatch between perceptual 

sensors at the local and remote sites). 

2.2 Unifying presence 

Sheridan’s simple concept may have been influential, but ultimately it was too 

nebulous to base a program of empirical research on. This led to a need for something 

more specific, and is probably what sparked the creation of new ‘types’ of presence. 

The creation of new definitions of presence solved the specificity problem, but created 

another: Along with new definitions came new measures, and comparing findings 

between studies became progressively more difficult (Kalawsky, 2000). Attempts 

were made to unify these concepts under a smaller number of umbrella concepts. For 

instance, Schloerb (1995) created the categories subjective presence and objective 

presence to simplify the picture (Schuemie et al., 2001), but these were effectively 

categorizations of presence measures rather than presence concepts, and did not 

alleviate the problem. A similar but more substantial categorization was proposed by 

Heeter (1992), which operates on a level of analysis principle: Presence can be 

personal (the subject feels that they are in the virtual environment), social (the subject 

feels that the other characters and avatars in the virtual environment are real social 

actors) or environmental (the environment responds and reacts to the subject). As with 

Schloerb’s effort, this is more of a methodological advance than a theoretical one. The 

categories help with deciding  which measures and events are of interest, but in an 

overly reductionistic way. Consider a simple on-line gaming session as a common 

example of a virtual environment experience. Here players may experience personal 
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presence (they feel present in the space), and simultaneously, social presence (as they 

work in teams to achieve the game’s goals), and environmental presence (as they see 

doors open and objects tumble as they bump into them). It is methodologically useful 

to say that this subject is experiencing environmental or social presence, as it clears up 

what the variables of interest are; but from a theoretical perspective, it does not 

provide much insight, particularly because it forces the assumption that these forms of 

presence might be phenomenologically different beyond simply being different levels 

at which the phenomenon can be analyzed.  

 

An important move towards a theoretically useful and empirically workable definition 

was published by Lombard and Ditton (1998). They began by reviewing both the 

theoretical and empirical literature. This included sources not only from the field of 

VE research, but from communications and media research as well. From this review, 

they created six categorizations for both explicitly stated and implicitly held 

formulations of presence: 

 

1. Presence as social richness – presence arises when subjects perceive the 

environment as warm, sensitive, personal, intimate and immediate (these 

definitions typically arise from communications researchers). 

 

2. Presence as realism –presence occurs when the medium is able of reproducing 

realistic objects, characters and events (these definitions arise mostly from 

human factors and systems engineers) 

 

3. Presence as transportation – subjects experience either a sense of being in 

another place, that objects have been transported to share the same space as 

the subject, or that a group of subjects have been transported to the same place 

(these definitions arise from various sources, including communications 

research and literary theorists). 

 

4. Presence as immersion – the medium becomes the primary source of sensory 

data for subjects (perceptual immersion), which may leads to a sense of 

involvement in the medium (psychological immersion). These definitions are 

often used by virtual reality and immersive media researchers. 
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5. Presence as social actor within the medium –subjects interact with characters 

in the medium as if they were social actors (these definitions are found mostly 

in the communications and shared spaces fields). 

 

6. Presence as the medium becoming a social actor – subjects interact with the 

medium itself as if it were a social actor (these definitions are used mostly in 

the fields of robotics and human-computer interaction). 

 

This ambitious project aimed to unify not only the presence concepts which cover 

what Heeter would call personal presence, but also those which deal social presence – 

a feat which has not been replicated since, and no doubt has led to this being one of 

the most widely cited papers in the field.  Lombard and Ditton went further than 

simply organizing the definitions into six categories. They examined the categories 

searching for a common, unifying factor. They concluded that the factor is the 

perceptual illusion of non-mediation. They argue that in all six categories, presence 

occurs because the subject is responding to environment or characters as if the system 

(or more specifically, the technological aspects of the system) were not there. This 

occurs either because the system becomes a sort of window into the environment (in 

the classic ‘ultimate display’ sense proposed by Sutherland, 1965), or because the 

system is perceived as having transformed itself into a social actor (Lombard & 

Ditton, 1997). 

  

An interesting consequence of Lombard and Ditton’s definition is that it shifts the 

focus of presence onto perception. Much of the early examples provided by, for 

example, Sheridan (1992a; , 1992b), Ellis (1996) and Slater (1993a; , 1995c), had an 

underlying assumption that given the correct conditions, presence would occur 

automatically (part of the presence as immersion family of definitions). However, by 

highlighting perception rather than sensation, Lombard and Ditton suggest that, like 

perception, presence is a constructive, active process where the subject combines 

aspects of their own experience with the stimuli arising from the medium to create the 

experience for themselves: 
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Because it is a perceptual illusion, presence is a property of a person. 

However it results from an interaction among formal and content 

characteristics of a medium and characteristics of the media user, and 

therefore it can and does vary across individuals and across time for the same 

individual. (Lombard & Ditton, 1997) 

 

The idea that cognition must play an important role in presence has slowly gained 

popularity. Heeter has argued that presence can only arise from an interaction of top-

down and bottom-up data, and furthermore, can only occur in a meaningful 

environmental context (Heeter, 2003). Nunez and Blake (2001) re-examined Lombard 

and Ditton’s unifying principle using a cognitive perspective, with the aim of 

combining explanations of presence as a sensation (such as used by Sheridan, 1992a) 

with behavioural presence (for example, the notion of behavioural realism proposed 

by Freeman et al., 2000). This approach (which was termed ‘cognitive presence’,  

misleadingly suggesting a new type of presence rather than an omnibus concept), 

cognition is argued to be the appropriate level of analysis, as all environments must be 

decoded and processed before any presence or action can occur. Cognition is therefore 

seen as the bottom-most level at which presence can be analyzed (Nunez & Blake, 

2001). It should be noted that like Lombard and Ditton, Nunez and Blake do not 

present any discussion of the relative difficulty of using this simple level of analysis 

to explain the more complex forms of presence (such as social presence), and its 

usefulness in these domains is therefore unknown. 

 

Cognitive presence as an adaptation of Lombard and Ditton’s principle has only seen 

a limited amount of acceptance in the literature (used by, for instance, Hwang et al., 

2004; S. Lee et al., 2004a). Rather, it is the examination of presence as a 

neuropsychological phenomenon which is showing signs of being a major unifying 

principle for presence. IJsselsteijn (2002) argues that presence should be explained as 

a multi-level phenomenon, with the bottom-most level being neural processing; then 

cognitive, phenomenological, social and other explanations should be considered as 

progressively complex levels which remain consonant with lower levels (IJsselsteijn, 

2002). This view is perhaps an improvement over the monolithic approaches to 

presence unification proposed by Lombard and Ditton and Nunez, and Blake, as they 

allow switching to a particular level of explanation as required by the research 
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problem without violating the principles of the more fundamental levels of 

explanation. Unfortunately, the undoubtedly frightening complexities of how a neural 

theory of presence might mesh with a social theory are not discussed. IJsselsteijn 

completes his argument by speculating on future research directions for a neural 

understanding of presence, including possible physiological correlates of presence 

(some of which are later echoed by Sanchez-Vives & Slater, 2005). Some of these 

ideas have been examined empirically (see 3.3.3.3 in chapter 3). 

 

The most recent move towards unifying presence (which again comes from a 

cognitive perspective) is by Lee (2004). It is the first paper to substantially address 

possible ultimate as opposed to proximate causes of presence (Biocca, 2003 had 

previously noted the importance of considering evolutionary processes in presence). 

Lee argues that the interesting feature of presence is not that it occurs, but it 

sometimes fails to occur, given that it is an automatic reaction to particular stimuli (K. 

M. Lee, 2004). He therefore opposes presence concepts which emphasize the role of 

subjects’ own conscious efforts to bring about the experience (such as the “suspension 

of disbelief” argument used by Slater & Usoh, 1993b). The mental architecture which 

Lee uses to support his argument is a cognitive modular architecture (Fodor, 1983; 

Tooby & Cosmides, 1990) which has recently been popularized by Pinker (1997; , 

2002). In this architecture, the mind consists of various modules which are specialized 

to take in very particular types of data, transform them, and output to other similar 

modules. Each module is fairly simple, and optimized by natural selection for its 

particular purpose (Tooby & Cosmides, 1990). Because these modules are simple, 

they do not have complex filters for incoming data – they will respond even to stimuli 

which only resemble the intended objects; they thus respond to mediated scenes in the 

same way as they do to real scenes (K. M. Lee, 2004). For instance, the face 

processing module will respond to facial expressions even if the faces are depicted as 

simple cartoons rather than real faces (Heraz & Frasson, 2006). Of course, the 

mediated stimuli must fall within certain limits for the modules to take over their 

processing, hence the general finding that scenes with more fidelity lead to more 

presence (K. M. Lee, 2004). Although the modules process automatically, they can 

still be controlled to some extent by the central executive (Pinker, 1997), This is not 

however done by the willful activation of modules (as the “willing suspension of 
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disbelief argument would contend), but rather by the willing inhibition of modules so 

that other reactions and behaviours can be expressed instead (Fox et al., 2005). 

 

Lee (2004) proposes that two types of presence can arise from this mechanism: 

 

1. Spatial presence through the folk physics module: The folk physics module, 

which processes motion, three-dimensional spatial data and basic physics 

(Pinker, 1997) reacts automatically to sensory stimuli to form cognitive maps, 

mental models and other structures which are then handed off to other 

processes for the selection of appropriate action (Tooby & Cosmides, 1990). 

As these modules respond to simple features of sensory inputs, they can be 

easily fooled by mediation technologies (K. M. Lee, 2004). For instance, the 

spatial processing component of vision makes use of a few simple features 

such as relative size and occlusion to extract a three-dimensional space from a 

two-dimensional retinal image (Tong, 2002). Lee (2004) argues that most of 

the published findings which report on immersion effects on presence occur 

because the technology is capitalizing on the automatic interpretation of these 

features by the folk physics module. When this occurs, the subject will 

respond to the displayed scene in the way they react to unmediated objects, 

and probably experience a sense of spatial presence in doing so. 

 

2. Social and co-presence through the folk psychology module: The folk 

psychology module is used to infer mental states in others (Baron-Cohen, 

1995). It takes as input semantic information from the speech processing 

module, visual information and facial expression data from the face 

recognition and processing modules (Pinker, 1997). As with the folk physics 

module, it is activated by a few key features, and can be fooled by a display 

(K. M. Lee, 2004). The module is used to initiate social behaviours and make 

psychological predictions about other people. When activated, it leads to a 

sense that the object being interacted with has intelligence or personality 

(Baron-Cohen, 1995). As with the folk physics module, an active folk 

psychology module leads to subjects responding as they do to non-mediated 

persons, and a sense of social or co-presence could result. 
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The impressive advantage that Lee’s unifying structure has over that of Lombard and 

Ditton (1998) is that because modules are specialized for particular tasks, he can 

retain the “typed” flavour of the different presence definitions (allowing spatial and 

social presence, for instance, to retain their own phenomenological distinctness), 

while at the same time explaining them using a single principle (i.e. the automatic 

processing by evolved modules). Nonetheless, for all the differences in the unifying 

attempts described above, it is interesting that all make use of cognitive explanations 

(or more generally, human information processing explanations) to produce 

theoretically reasonable umbrella terms. 

2.3 Is presence a continuous or binary experience? 

Until the year 2000, presence was generally considered to be a psychological variable, 

similar to mental workload (Sheridan, 1992a) and situational awareness (Prothero et 

al., 1995). This led to the assumption that presence existed on a continuous scale, 

from highly present in the environment of interest, to totally absent and unaware. 

Perhaps the most compelling recent treatment of presence as a continuous 

phenomenon comes from Heeter (2003), who argues not only that presence fluctuates 

from moment to moment within a given environment, but also that individuals differ 

in terms of their presence experiences of the real world. The notion of presence as 

continuous is so convincing, that it has been carried through into most models and 

theories of presence (Biocca, 2003; Riva & Waterworth, 2003; Slater et al., 1994; 

Waterworth & Waterworth, 2001; Wirth et al., 2007). As all current models of 

presence are written at a conceptual rather than strictly predictive level, the question 

of whether presence is continuous or binary is not particularly critical – most models 

could theoretically cope with both. It is in the area of measurement that the question 

becomes critical.  

 

Early measures of presence included methods which gave both quantified estimates 

on a scale and dichotomous ratings. For example, Barfield and Weghorst (1993), 

Hendrix et al (1996a; , 1996b) as well as Witmer and Singer (1998) used 

questionnaires which asked subjects to rate their experience of ‘being there’ (to 

varying degrees of sophistication) on  Likert or semantic differential scales. On the 

other hand, Schloerb (1995) suggested that subjects could be shown a view through a 

window or peep-hole, which could either be simulated or real; and the more often the 
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subject misidentified the simulated scene as real, the more present the subject could 

be said to be. Similarly, Hoffman et al.(1995) suggested that subjects could be asked 

to recall if the event occurred in a virtual space or real space; errors in favour of 

selecting the real space were taken as an indication of presence. It should be noted 

that these techniques of binary measurement (present/not present) did not make 

assumptions about the nature of the construct they were measuring. They simply used 

a binary quantification of what could well be a continuous experience.  

 

That the presence experience is a dichotomous phenomenon was indirectly argued by 

Lombard and Ditton (1998). For them, presence is a perceptual illusion, and so it must 

either occur or not (interestingly, since then Lombard and Ditton have published a 

validated continuous measure of presence, which implies they currently see it as a 

continuous phenomenon – see Lombard & Ditton, 2004). Currently, the most obvious 

manifestation of presence as a binary concept is that proposed by Slater (2002). In this 

view presence is the outcome of a choice made at a perceptual level by the subject 

(see 1.3.1.1 in chapter 3). Subjects are therefore in one environment or the other, and 

the change between them is not gradual, but a sudden ‘break’ experience, which 

subjects are capable of reporting (Slater & Steed, 2000). Slater argues that presence is 

a Gestalt, and therefore cannot be graded. By analogy, he compares presence to 

reversible ambiguous figure illusions (see for instance Girgus et al., 1977), which are 

also considered to be Gestalts. In these illusions, a stimulus figure seems to switch in 

meaning (one moment appearing as a rabbit, the next as a duck, for instance), but is 

never perceived as anything in between. He further argues that the ‘break in presence’ 

phenomenon would not exist if the experience were graded. While convincing, 

Slater’s argument is missing two parts: First, while there is no doubt that presence can 

end by a break (this is  documented in Slater & Steed, 2000), it is not clear that breaks 

are the only mechanism by which presence ends. In fact, Slater and Steed argue that 

subjects become presence in a VE by a different mechanism which does not lead to a 

break sensation (Slater & Steed, 2000). But, in order to become present in the VE, the 

subject must first stop being present in the real environment, which implies that there 

are at least two ways one can stop being present (see 4.4.2 in chapter 4). It is possible 

that the presence experience is in fact continuous, but in a ‘break in presence’ 

situation, the speed at which the change occurs makes it seem as if it is an 

instantaneous break. Secondly, Slater does not provide a proper role for attention in 
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his dichotomous model of presence (Slater, 2002), especially given that many breaks 

in presence occur because of the sudden appearance of distracters (such as rendering 

glitches, interference from cables, etc.). Models of presence which do take into 

account modern findings on attention (see for instance Lombard & Ditton, 1997; 

Waterworth & Waterworth, 2001; Wirth et al., 2007), conclude that because attention 

can be divided, and does allow for a limited degree of simultaneous processing 

(Baddeley, 1986; Treisman, 1969), presence should be possible to varying degrees 

based on the amount of attention that is available for processing the scene. Of course, 

because large changes in the stimuli field can lead to the sudden selection of a 

particular subset of stimuli for processing (Treisman et al., 1992), the break in 

presence phenomenon can also be explained from a divided attention perspective. It is 

therefore highly likely that presence, if it is indeed as strongly related to attention as 

the literature claims, is a continuous phenomenon. The fact that it could be 

continuous, of course, neither precludes nor invalidates measures of presence which 

quantify it into two levels.  

 

A final possibility to explain the apparent contradiction between models and measures 

in this regard is that presence is in fact a binary phenomenon, and that during any one 

VE experience, a subject will experience a large number of drifts into and 

interruptions out of presence. If one is using a binary measure of presence (such as 

BIPS discussed in 2.4.5 below), then it will seem as if the experience is binary, as 

each interruption will be reported. However, if a continuous measure is used (such as 

the TPI discussed in 2.4.1.6 below), it is possible that the subject gives an ‘averaged’ 

impression of the experience, interpreting more interruptions to mean less presence 

when asked to place it on a Likert scale. This would then give the impression that 

presence is continuous. Given the current empirical data, it is not possible to falsify 

this notion, and it must remain as a possible (and likely) explanation for the apparent 

contradiction in the literature. 

2.4 Measures of presence 

The second great debate in presence is that around measurement. Generally speaking 

there are three forms of presence measurement – the first two, self-report scales 

(Lessiter et al., 2001; Slater et al., 1994) and behavioural observation (IJsselsteijn, 

2004; IJsselsteijn et al., 2000), have been discussed since the early 1990s, but the 
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third, breaks in presence (Slater & Steed, 2000), is a new and interesting addition to 

the literature. Any measure can have two uses: one is simply to measure presence in 

an empirical setting (Nowak et al., 2006; for instance as is done by Robillard, 2003; 

Vinayagamoorthy et al., 2004). Another, less familiar use is to use the measure to 

generate a theory of the dimensional structure and organization of presence by the use 

of factor analysis (as has been done by Lessiter et al., 2001; Witmer et al., 2005). This 

particular use has been fairly controversial, leading Waller and Bachman (2006) to 

criticize the technique on the following grounds: 

 

1. Factor analysis (and principal components analysis) are essentially descriptive. 

They simplify data by projecting it onto a space (Neter et al., 1988). 

Effectively, a factor analysis re-organizes the data, with some associated loss 

of variance; it is not an inferential technique and is therefore not capable of 

testing hypotheses (Neter et al., 1988). It is not appropriate to use these 

techniques to test theories of the structure of presence (with one exception – 

see point 3 below). 

 

2. Many decisions required by factor analysis are made a priori. These include 

the items to include in the analysis, the type of rotation applied to the data 

before projection, and (most importantly) the number of factors to project to 

(Waller & Bachmann, 2006). Although one can measure how well the data fits 

the current factor structure (by considering the factor eigenvalues and loadings 

- Neter et al., 1988), this would only reflect that the data fits the number of 

factors chosen. If the choice of optimal number of factors scores could be 

objectively made, then it might be an appropriate method for testing theories, 

but at best all it can do is provide an estimate of how well a particular number 

of factors fit a particular sampled data set. 

 

3. Although factor analysis is limited, it has some use. Rather than using the 

exploratory factor analyses currently in the literature (Waller & Bachmann, 

2006), one can employ confirmatory factor analysis, where one begins with a 

specified factor structure (generated from a theory), and the data set is fitted to 

this structure. One can thus use this technique to compare theories (Waller & 

Bachmann, 2006). This is done by fitting all competing theories to a given 
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data set, and seeing which fits with the smallest error (of course, this is 

assuming that the data has a large degree of external validity, and that the 

sample is large enough to rule out idiosyncratic artifacts within the data). 

 

Factor analysis is a popular technique in presence research, and it has largely gone 

unopposed as a method up till the publication of Waller and Bachmann’s paper. 

Although their arguments are correct, it seems that they may have taken the argument 

too far. First, the way in which factor analysis is being used by at least some presence 

researchers (such as Lessiter et al., 2001; Wirth et al., 2007) is indeed descriptive. The 

complexity of the data is being reduced into a manageable number of concepts. In 

most cases, the factor analyses show that the factors are highly inter-correlated, which 

is interpreted by some as evidence that there is either a highly interdependent 

relationship between the factors (Lessiter et al., 2001; Wirth et al., 2007), or as 

evidence that the processes are causally linked (Wirth et al., 2007). Here, factor 

analysis is not being used to create theory, but rather to illustrate something about the 

interactivity of factors. Second, even exploratory factor analysis can provide 

important evidence for one of the most important questions in presence research: Is 

presence unidimensional or multidimensional (Slater, 2003a)? An exploratory factor 

analysis can resolve this issue because it allows one to partial out items from a 

questionnaire which can then be used to form a subscale which can be subsequently 

validated. So, for example, if a factor analysis reveals some new factor, one can set up 

an experiment where one manipulates immersion to see its effect on this factor – if it 

is related to presence, one can expect differences between immersion conditions. One 

could still argue (as suggested by Slater, 2003a) that this happens not because that 

factor is a part of presence, but because it is caused by presence; but this then is an 

issue not of presence theory, but of presence definition; and no amount of data can 

resolve definition debates (those must be resolved by consensus). In some sense then, 

it is true that factor analysis cannot generate theory. But for the problems currently 

facing presence, it is a very useful tool.  

2.4.1 Self-report measures 

Although it is common to refer to these measures as subjective measures of presence 

(for example in Schuemie et al., 2001) perhaps to contrast them to physiological 

measures (which are referred to as objective measures, for example in Meehan, 2001), 
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this review will not follow this tradition, as the word subjective has an erroneously 

negative connotation in the sciences. To avoid passing judgment on these measures on 

any grounds other than their validity and reliability (which can be evaluated 

objectively, in the scientific meaning of the word), this review will use the more 

accurate and descriptive term self-report measure. 

 

These instruments have subjects give scaled reports of their experiences, typically 

using Likert or semantic differential items. These scales can be evaluated using 

psychometric techniques which can give good estimates of validity and reliability 

(Anastasi & Urbina, 1996). A large number of self-report scales have been developed, 

reflecting a lack of standardization in measurement in the field. This lack of 

standardization should itself not be a concern, as excursions into alternative measures 

are desirable in any developing field; The concern lies in the wide range of quality 

found in these measures. For example, Tromp et al (1998), for a single study, devised 

two items without any psychometric evaluation, while Lessiter et al (2001) used a 

four factor, 44 item scale which has been evaluated and refined with data from several 

thousand subjects in dozens of media conditions. This review will only focus on 

scales either with published psychometric properties, or those which have reached de 

facto status through wide use. 

2.4.1.1 The Slater, Usoh and Steed (SUS) questionnaire (1994) 

This early and highly influential questionnaire is perhaps the most widely used of all. 

It has not been psychometrically evaluated by its creators, but data from a moderate 

sample (n=101) showed a reasonable level of reliability (Cronbach’s alpha of 0.77; 

Nunez, 2002). The questionnaire seems to be highly valid. Many studies using 

immersion manipulations show significant differences in the predicted direction (see 

Schuemie et al., 2001 for a review of some of these studies). Although its validity has 

been criticized by its authors due to its low ability to distinguish between real and 

virtual environments in a single study (Usoh et al., 2000), many studies show that it 

can distinguish between high and low immersion media conditions (Bracken & 

Skalski, 2006; Nunez & Blake, 2003b; Towell & Towell, 1997).  

 

The SUS measures a single factor, spatial presence (the sense of being in the virtual 

space), with six items. Sample items from this factor include “I had a sense of ‘being 
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there’ in the office space” (Not at all/Very much) and “I think of the office space as a 

place in a way similar to other places that I've been today...” (Not at all/Very much 

so). This factor is similar to that measured by the Spatial presence factor of the IPQ 

(see 2.4.1.3 below), the Sense of physical space factor of the ITC-SOPI (see 2.4.1.4 

below), the Spatial presence (self-location) item of the MEC-SPQ (see 2.4.1.5 below), 

and the Spatial presence factor of the TPI (see 2.4.1.6 below). No doubt the reliability 

of the scale could be improved by increasing the number of items, but since the 

scale’s publication, no moves have been made to update it. 

 

There are two scoring methods for the SUS: One is the typical method of averaging 

the scores across all items, while the other method, which is generally only used by 

Slater and colleagues (for example Brogni et al., 2003; Slater & Steed, 2000; Slater et 

al., 1994; Usoh et al., 2000). is to count the number of responses scoring 6 or 7, and 

then treat that number as a binomial distribution. This technique is intended to 

disambiguate between subjects who truly had a presence experience from the rest 

(Slater et al., 1994), although it does not control for acquiescent subjects who have a 

bias towards giving high scores regardless of their experience.  

2.4.1.2 The Presence Questionnaire (1998; 2005) 

The first version of the PQ was not widely circulated, but the second version, 

published by Witmer and Singer (1998), reached fairly widespread use (for example, 

Darken et al., 1999; Johns et al., 2000; Mania & Chalmers, 2001; Schubert et al., 

2001). Recently, a third version has been published with a new factor structure 

(Witmer et al., 2005). The well-known second version of the PQ contained 32 items, 

which were cluster analyzed into four factors (the term factor here is used loosely by 

the authors, not in the sense of a psychometric factor):  

 

1. Involvement/control: How involved subjects become in the VE, and how 

much control they perceives they have. This factor is similar to the 

Engagement factor of the ITC-SOPI (see 2.4.1.4 below), the Attention 

allocation factor of the MEC-SPQ (see 2.4.1.5 below) and the Engagement 

factor of the TPI (see 2.4.1.6 below). Sample items are “How much did the 

visual aspects of the environment involve you?” and “Were you involved 

in the experimental task to the extent that you lost track of time?” 
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2. Natural: How natural the interactions with the environment are perceived 

to be, and how consistent the VE seems with reality. This factor is similar 

to the Realness factor of the IPQ (see 2.4.1.3 below), the Natural factor of 

the PQ (see 2.4.1.2 above), the Naturalness factor of the ITC-SOPI (see 

2.4.1.4 below), and the Perceptual Realism factor of the TPI (see 2.4.1.6 

below). Sample items are “Were you able to anticipate what would happen 

next in response to the actions that you performed?” and “How much did 

your experiences in the virtual environment seem consistent with your real 

world experiences?” 

 

3. Interface quality: The subject’s ability to concentrate on performing the 

main task in the VE, and how much the interface detracts from this. 

Sample items are “How much did the visual display quality interfere or 

distract you from performing assigned tasks or required activities?” and 

“How much did the control devices interfere with the performance of 

assigned tasks or with other activities?” 

 

4. Resolution: The ability to observe and manipulate objects from multiple 

viewpoints and distances. Sample items are “How closely were you able to 

examine objects?” and “How well could you examine objects from 

multiple viewpoints?” 

 

The Cronbach’s alpha for the PQ was estimated at 0.88 (n=152) by Witmer and 

Singer (1998), and another reliability analysis by Nunez (2002) found a value of 

0.903, (n = 101). Immersion manipulation studies (for example, Mania & Chalmers, 

2001; Nunez & Blake, 2003a; for example, Sallnäs, 1999; Youngblut & Perrin, 2002) 

suggest a satisfactory level of validity; furthermore, the PQ has been shown to 

moderately correlate with the SUS in two studies (r = 0.76 and 0.56; Nunez, 2002). 

The PQ has been criticized by Slater (1999) on two grounds: First, the PQ measures 

the subjects’ estimations of theorized causes of presence rather than presence itself. 

Second, the PQ conflates properties of the subject (such as their ability to focus 

attention) with properties of the system (such as the quality of the interface). While 

this does not reduce the criterion validity of the measure (its ability to predict the 
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effect of presence on other variables), it does reduce its construct validity and makes 

research with the scale considerably harder (Anastasi & Urbina, 1996).  

 

The third version of the PQ was developed by taking the 24 items from the second 

version with the highest item-factor correlations, and adding eight new items (Witmer 

et al., 2005). These 32 items were administered to 325 subjects taking part in seven 

separate studies, and then factor analyzed. The resulting four factors were (in 

decreasing eigenvalue order): 

 

1. Involvement: The degree to which the medium captures subjects’ attention and 

their involvement in the VE. This factor is similar to part of the 

involvement/control factor in the previous version of the PQ, the Engagement 

factor of the ITC-SOPI (see 2.4.1.4 below), the Attention allocation factor of 

the MEC-SPQ (see 2.4.1.5 below) and the Engagement factor of the TPI (see 

2.4.1.6 below). Sample items are “How much were you able to control 

events?” and “How responsive was the environment to actions that you 

initiated (or performed)?” 

 

2. Visual fidelity: This is the same factor as resolution in the second version of 

the PQ (it consists of the same two items). 

 

3. Adaptation/immersion: How much subjects focus on the VE content and how 

quickly they adjust to the VE experience. This factor is similar to the 

Involvement factor of the IPQ (see 2.4.1.3 below). Sample items are “How 

much delay did you experience between your actions and expected 

outcomes?” and “How quickly did you adjust to the virtual environment 

experience?” 

 

4. Interface quality: This is the same factor as second version of the measure.   

  

This new version has a small improvement in reliability (alpha = 0.91), but by having 

been factor analyzed, allows for a more detailed interpretation of the results. It should 

be noted that unlike the second version of the PQ, the order of these factors is ranked 

by eigenvalue order (such that the first factor explains the most variance, followed by 
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the second, etc.). Unfortunately, Slater’s two major concerns (discussed above) have 

not been addressed, although the factor analysis eases the conflation between 

individual and systems factors somewhat.  

 

The scale was designed for use in immersive or semi-immersive environments, and is 

not well suited for use in non-immersive media such as text (Nunez, 2002; Nunez & 

Blake, 2003b). Items such as How natural was the mechanism which controlled 

movement through the environment (item 6 from version 3 - Witmer et al., 2005), 

How well could you actively survey or search the environment using touch (item 13 

from version 3 - Witmer et al., 2005) and How easy was it to identify objects through 

physical interaction, like touching an object, walking over a surface, or bumping into 

a wall or object (item 29 from version 3 - Witmer et al., 2005) do not have much 

meaning for non-immersive media, and are likely to increase the error variance in the 

measure due to subject confusion. Unfortunately, such items are spread between the 

factors, so excluding a factor from the scale does not solve the problem.  

2.4.1.3 The Igroup presence questionnaire (2001) 

The IPQ (Schubert et al., 2001), was constructed from 75 Likert-type items, some of 

which were developed for the scale,  while others were taken from extant measures 

including the PQ (Witmer & Singer, 1998), the SUS (Slater et al., 1994), Ellis et al.’s 

measure (1997 in Schubert et al., 2001), Carlin et al.’s measure (1997 in Schubert et 

al., 2001), Towell & Towell’s measure (1997) and Regenbrecht et al.’s measure 

(1998 in Schubert et al., 2001). During development, two sets of data were collected: 

one used all 74 items completed by 224 users of systems of varying degrees of 

immersion (Schubert et al., 2001), and the other with but with a reduced set of items 

(immersion related items were excluded) on 269 subjects. These data were factor 

analyzed to extract three factors: 

 

1. Spatial presence: The sense of being in a coherent virtual space. This 

factor is similar to that measured by the SUS (see 2.4.1.1 above), the 

Sense of physical space factor of the ITC-SOPI (see 2.4.1.4 below) the 

Spatial presence (self-location) item of the MEC-SPQ (see 2.4.1.5 

below), and the Spatial presence factor of the TPI (see 2.4.1.6 below). 
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Sample items are “In the computer generated world I had a sense of 

‘being there’” and “I felt present in the virtual space.” 

 

2. Involvement: A sense of being captivated by, and of focusing attention on 

the VE. This factor is similar to the Involvement and 

Adaptation/immersion factors of the PQ (see 2.4.1.2 above), the 

Engagement factor of the ITC-SOPI (see 2.4.1.4 below) and the Attention 

allocation factor of the MEC-SPQ (see 2.4.1.5 below). Sample items are 

“I had a sense of acting in the virtual space, rather than operating 

something from outside.” and “I felt like I was just perceiving pictures.” 

(reversed item).  

 

3. Realness: How real the VE seems, and how consistent the experience in 

the VE is with their experiences in the real world. This factor is highly 

similar to the Natural factor of the PQ (see 2.4.1.2 above), the 

Naturalness factor of the ITC-SOPI (see 2.4.1.4 below), and the 

Perceptual Realism factor of the TPI (see 2.4.1.6 below). Sample items 

are “How real did the virtual world seem to you?” and “The virtual world 

seemed more realistic than the real world.” 

 

The current IPQ contains 29 items, and is available in German, Dutch and English; 

however, only the German version (the first developed) has been psychometrically 

evaluated, leaving the psychometric properties of the other two versions unknown 

(igroup.org, 2004). The reliability of the IPQ (from development data - Schubert et 

al., 2001), is adequate, with Cronbach’s alpha scores in the low to mid range (around 

0.70). As two data sets were collected during development, it was possible to conduct 

confirmatory factor analysis using the second data set on the factors extracted from 

the first (Schubert et al., 2001). The similarity of factor structure and factor loadings 

indicates the factors are stable. There is less evidence of the scale’s validity. Although 

the IPQ is freely available, it has seen limited use. Brown et al (2003) found 

differences in the expected direction with an immersion manipulation. Similarly, 

Waterworth & Waterworth (2003) found higher IPQ scores for subjects experiencing 

concrete stimuli than abstract stimuli. Finally, Schulte-Pelkum et al. (2005) found that 

the sense of self-induced vection in an audio environment correlated positively with 
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IPQ scores. The scale was not designed for immersive systems, and most of the 

development data was collected using mostly desktop VR systems, and a few HMD 

and cave users (Schubert et al., 2001). It is not known how the scale fares with non-

immersive media (books, etc).  

 

2.4.1.4 The Independent Television Commission’s Sense of Presence Inventory (2001)  

The ITC-SOPI was designed to be a cross-media measure, and has been thoroughly 

psychometrically evaluated (Lessiter et al., 2001). Development began with a 

literature review which identified thirteen constructs of importance, and 63 Likert-

type items were derived from these (Lessiter et al., 2001). Data from six different 

immersion conditions (n=604) was factor analyzed to extract a four factor structure, 

which explains slightly more than a third of the total variance (Lessiter et al., 2001). 

The four factors are (in decreasing eigenvalue order): 

 

1. Sense of physical space: A sense of being in the VE space, and that 

objects and characters occupy the space. This factor is similar to that 

measured by the SUS (see 2.4.1.1 above), the Spatial presence (self-

location) item of the MEC-SPQ (see 2.4.1.5 below), and the Spatial 

Presence factor of the TPI (see 2.4.1.6 below). Sample items are  “I had 

a sense of being in the scenes displayed” and “I felt that all my senses 

were stimulated at the same time.” 

 

2. Engagement: A sense of psychological involvement with and enjoyment 

of the VE content. This factor is similar to the Involvement and 

Adaptation/immersion factors of the PQ (see 2.4.1.2 above), the 

involvement factor of the IPQ (see 2.4.1.3 above), the Attention 

allocation factor of the MEC-SPQ (see 2.4.1.5 below) and the 

Engagement factor of the TPI (see 2.4.1.6 below). Sample items are “I 

had a sense that I had returned from a journey” and “My experience was 

intense.” 

 

3. Naturalness (Ecological validity): The sense that the VE and its content 

are lifelike or realistic. This factor is highly similar to the Realness 
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factor of the PQ (see 2.4.1.2 above), Natural factor of the PQ (see 

2.4.1.2 above), and the Perceptual Realism factor of the TPI (see 2.4.1.6 

below). Sample items are “The content seemed believable to me.” and “I 

had a strong sense that the characters and objects were solid.” 

 

4. Negative effects: Negative physiological effects (such as dizziness and 

eyestrain) – this factor is negatively correlated with the other three 

factors. Sample items are “I felt tired.” and “I felt nauseous.” 

 

The final form of the scale retained 44 items over the four factors (physical space: 19 

items; engagement: 13 items; naturalness: 5 items; negative effects: 6 items). The four 

factors are conceptually independent, so no single presence score can be computed; 

rather, each administration produces four independent scores which measure separate 

aspects of the experience (Lessiter et al., 2001; Nunez & Blake, 2006).  

 

The ITC-SOPI factor structure was verified by factor analyzing two random sub-

samples of the original dataset. Cronbach’s alpha for all factors were acceptable 

(physical space = 0.94, engagement = 0.89, naturalness = 0.76, negative effects = 

0.77). The scale also has a good degree of validity, having being used in a number of 

published studies. In most cases, the scale is sensitive to immersion manipulations in 

the expected directions (Dillon et al., 2001; Freeman et al., 2004; Lessiter et al., 

2001). It is also sensitive to variation in VE content (Dillon et al., 2001). The large 

sample used to develop the scale, and the large number of published studies using the 

it make this arguably the best psychometrically understood measure available.  

2.4.1.5 The MEC Spatial Presence Questionnaire (2004) 

The MEC-SPQ (Vorderer et al., 2004), is unique in that it includes three forms: long 

(eight items per subscale), medium (six items per subscale) and short (four items per 

subscale).  The scale consists of Likert-type items measuring eight constructs derived 

from the MEC model of presence (see 3.3.4 in chapter 3): 

 

1. Attention allocation: How much attention the subjects devote to the VE. 

This factor is similar to the Involvement factor of the IPQ (see 2.4.1.3 

above), the Involvement and Adaptation/immersion factors of the PQ (see 
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2.4.1.2 above), the Engagement factor of the ITC-SOPI (see 2.4.1.4 

above), and the Engagement factor of the TPI (see 2.4.1.6 below). 

Sample items are “I devoted my whole attention to the [medium].” and 

“The [medium] captured my senses.” 

 

2. Spatial situation model: The subject’s confidence in the accuracy of their 

SSM (see 3.3.4.1 in chapter 3 for a description). Sample items are “I was 

able to imagine the arrangement of the spaces presented in the [medium] 

very well.” And “Even now, I still have a concrete mental image of the 

spatial environment.” 

 

3. Spatial presence (self location): The sense of having been transported to 

the VE. This factor is similar to that measured by the SUS (see 2.4.1.1 

above), the Spatial presence factor of the IPQ (see 2.4.1.3 above), the 

Sense of physical space factor of the ITC-SOPI (see 2.4.1.4 above), and 

the Spatial Presence factor of the TPI (see 2.4.1.6 below). Sample items 

are “I had the feeling that I was in the middle of the action rather than 

merely observing.” and “It was as though my true location had shifted 

into the environment in the presentation.” 

 

4.  Spatial presence (possible actions): The sense of being able to interact 

with and move around the VE. Sample items are “I had the impression 

that I could be active in the environment of the presentation.” and “I had 

the impression that I could reach for the objects in the presentation 

 

5. Higher cognitive involvement: The degree to which the subject thought 

more more deeply about the VE content (i.e. beyond spatial properties). 

Sample items are “I imagined precisely what it must be like to further 

explore the world presented in the [medium].” and “The [medium] 

presentation activated my thinking.” 

 

6. Suspension of disbelief: The degree to which subjects take a critical view 

of the experience and allow themselves to influenced by errors and 

inconsistencies in the VE. Sample items are “I concentrated on whether 



2 - Concepts and measures of presence 

38 

there were any inconsistencies in the [medium].” (reversed item) and “It 

was not important for me whether the [medium] contained errors or 

contradictions.” 

 

7. Domain specific interest: The degree of interested in and knowledge of 

the VE content. Sample items are “I have felt a strong affinity to the 

theme of the [medium] for a long time.” and “Things like the ones in the 

[medium] have often attracted my attention in the past.” 

 

8. Visuospatial imagery: The subject’s inherent ability to form mental 

images and manipulate visual data mentally. Sample items are “When 

someone shows me a blueprint, I am able to imagine the space easily.” 

and “I can vividly imagine how small I would seem at the foot of a high 

mountain.” 

 

Note that these constructs are not produced by factor analysis, but reflect the structure 

of the MEC model (giving the scale a high degree of construct validity in terms of that 

model). The constructs likely correlate, and the order in which they are presented 

above does not reflect any relative degree of predictive power. All three forms have 

been psychometrically evaluated (Vorderer et al., 2004). The scale is available in 

English, German, Portuguese and Finnish, making it the most translated scale 

currently available.  

 

The MEC-SPQ measures only experience and not system variables, as it aims to be 

used in various immersion conditions (Vorderer et al., 2004; Wirth et al., 2007). It is 

thus mmune to Slater’s criticism of the PQ (Slater, 1999). Although it combines 

measures related to the specific experience (such as spatial presence and suspension 

of disbelief) with inherent properties of the subject (such as domain specific interest 

and visuospatial imagery), it avoids conflation by dividing these into subscales, so 

that independent investigations can be made on their impact.  

 

Due to its tight coupling with the MEC model, the scale has seen limited use, but has 

shown high reliability, with Cronbach’s alpha values (even for the short, 4-item form) 

around 0.8 in studies involving various media forms (Vorderer et al., 2004). In terms 
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of validity, the scale does well – it is sensitive to media manipulations in the 

appropriate direction (see for example Böcking et al., 2004; Gysbers et al., 2004; 

Laarni et al., 2004; Vorderer et al., 2004).  

2.4.1.6 The Temple Presence Inventory (2000-2004) 

The TPI is still under development by Lombard & Ditton. To develop the 

questionnaire, two conditions were used (n=600) – a high immersion condition (to 

maximize presence), and low immersion condition (Lombard et al., 2000a). Subjects 

completed 103 items which were developed from five concepts of presence found in 

the literature (Lombard et al., 2000a). This was factor analyzed into eight factors, and 

the 42 items highest loading factors were retained. The scale is interesting as it 

combines individual and social presence in one instrument. This review shall only 

consider the three factors which measure aspects of individual presence (in decreasing 

eigenvalue order): 

 

1. Spatial presence: The sense of feeling in the VE, and that the others shared the 

space. This factor is similar to that measured by the SUS (see 2.4.1.1 above), 

the Sense of physical space factor of the ITC-SOPI (see 2.4.1.4 above) and the 

Spatial presence (self-location) item of the MEC-SPQ (see 2.4.1.5 above). 

Sample items are “How much did it seem as if the objects and people you 

saw/heard had come to the place you were?” and “To what extent did you 

experience a sense of being there inside the environment you saw/heard?” 

 

2. Engagement: Psychological and sensory involvement with VE content. This 

factor is similar to part of the involvement factor of the PQ (see 2.4.1.2 above), 

the Engagement factor of the ITC-SOPI (see 2.4.1.4 above), and the Attention 

allocation factor of the MEC-SQP (see 2.4.1.5 above). Sample items are “To 

what extent did you feel mentally immersed in the experience?” and “To what 

extent did you experience a sensation of reality?” 

 

3. Perceptual realism: The degree to which the VE matches real experiences, in 

terms of perception rather than content. This factor is highly similar to the 

Realness factor of the IPQ (see 2.4.1.3 above), the Natural factor of the PQ 

(see 2.4.1.2 above), and the Naturalness factor of the ITC-SOPI (see 2.4.1.4 
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above). Sample items are “Overall how much did touching the things and 

people in the environment you saw/heard feel like it would if you had 

experienced them directly?” and “Overall, how much did the things and 

people in the environment you saw/heard look they would if you had 

experience them directly?” 

 

These factors are similar to the ITC-SOPI, and although no correlation studies have 

been conducted, it seems likely that the TPI and ITC-SOPI would match up factor by 

factor. The TPI is highly reliable, with Cronbach’s alpha scores between 0.91 and 

0.79. Although not many studies have made use of the scale, the procedure used in its 

construction (comparing high-immersion to low-immersion conditions as well as a 

strong basis in the literature) promises a degree of construct validation. 

2.4.2 Behavioural observation 

Some researchers observe behaviours to estimate presence. If the behaviours are 

consistent with the demands of the VE rather than the real world, then this is taken as 

an indication of presence (Freeman et al., 2000; Held & Durlach, 1992). Subjects are 

normally observed in relation to some specific element of the VE (such as interacting 

with another character), and presence is inferred from this. It is therefore an 

instantaneous measure of presence (i.e. presence is evaluated at particular points 

rather than over the whole experience). 

 

Exactly what is observed varies between researchers. No one theory drives these 

measures, apart from the general principle that a subject acting ‘as if’ they are in the 

VE is likely to be experiencing presence (Freeman et al., 2000; Held & Durlach, 

1992; Slater, 2003b); hence this notion is also called ‘behavioural realism’ (Freeman 

et al., 2000). Some of these measures have been shown to correlate with self-reports, 

suggesting that they have some validity (see for instance Meehan, 2001; Slater et al., 

1995c). Determining reliability is difficult, as each measure is generally designed and 

used only for a specific situation. Generally speaking, three classes of behaviour have 

been used as presence estimators: automatic social behaviours, reflex actions and 

posture/sway measures. 
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2.4.2.1 Automatic social behaviours: 

Sheridan (1992a) and IJsselsteijn et al. (2000) suggested that the degree to which 

subjects engage in customary social gestures during a VE experience (such as 

reaching for a handshake, making eye contact, or engaging in conversational turn-

taking) could be used as an indicator of presence. Bailenson and colleagues examined 

the interpersonal distance kept between the subject and an animated agent during a 

VE experience, and found that the average interpersonal distance was more like the 

distance kept between real individuals when characters made eye-contact with the 

subject (Bailenson et al., 2001). This finding was later replicated and validated by the 

fact that some subjects believed the characters to be controlled by other subjects 

(Bailenson et al., 2003).  

 

Another behavioural presence indicator is emotional response. Huang and Alessi 

(1999) argued that facial expressions in response to emotional environments could be 

used as presence indicators. Ravaja et al.(2004), found support for this, by noting that 

particular facial muscles activate in response to specific VE content (see 2.4.3 below), 

but due to the limits of that study, this technique should not yet be considered as 

validated. 

2.4.2.2 Reflex actions 

Among the first suggestions for measuring presence by observation are those of Held 

and Durlach (1992) and Loomis (1992).  Held and Durlach argue that a subject’s 

response to unexpected VE elements can be indicators of presence. So, if an 

unexpected event occurs in a VE, a present subject should be surprised by it, and 

exhibit a startle response (Held & Durlach, 1992). This method was validated by 

Wilson et al. (1997) who found that subjects did indeed show startle responses to 

unexpected VE content. However, this simple idea is complicated by evidence that the 

startle response may have a more complex relationship with presence. A break in 

presence is a form of startle response (Slater & Steed, 2000) made in response to an 

unexpected glitch or inconsistent element in the VE; but in this case, contrary to Held 

and Durlach’s expectations, the startle response is an indicator of no presence (Brogni 

et al., 2003). Loomis (1992) proposed a more sophisticated version of this idea. He 

argues that behaviour can occur in response either to the elements of the VE (distal 

attributions), or to events on the display, such as glitches (proximal attributions). 
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Presence would only be indicated by responses which have distal attributions (the 

startle response, for example, can be made in response to both proximal and distal 

attributions, so does not fit the bill). Reflex actions in response to VE elements (such 

as dodging from away from objects in the VE) constitute such a class of behaviours 

(Loomis, 1992). This idea was evaluated by Slater et al. (1995c), in an ingenious 

study in which a radio was placed both the real and virtual environments. The distance 

between the was then manipulated as a tone was played from the real radio (Slater et 

al., 1995c). Subjects were tasked with pointing to the radio which was playing the 

sound, and it was predicted that present subjects would point to the virtual radio rather 

than the real one. This method was validated by a significant correlation between the 

angle-error on the pointing task and self-reported presence (Slater et al., 1995c). 

2.4.2.3 Posture and sway: 

Several studies have used how subjects respond to perceived motion by swaying to 

compensate for virtual motion (which would be a distal attribution – Loomis, 1992). 

Illusory self-rotation (vection) was one of the first forms to be considered. Cohn et al. 

(1996) found that subjects who were asked to reach for objects in a VE rotating on the 

yaw axis compensated for virtual rotation in proportion to the speed of rotation. A 

more complex design was employed by Ohmi (1998), who crossed degree of rotation 

with display type. More immersive displays led to more sway, and sway was 

synchronized to the VE under all display conditions (Ohmi, 1998). Freeman et al. 

(2000) and IJsselsteijn et al. (2001) used driver’s perspective footage of driving along 

a winding track displayed either using a monoscopic or stereoscopic display. Subjects 

swayed synchronized to the stimuli, and the stereoscopic condition produced more 

sway. Furthermore, the degree of sway was correlated with presence self-reports 

(Freeman et al., 2000). 

 

A more sophisticated body sway metric was used by Emoto et al. (2004). They 

reasoned that looking at scenes with a small field of view would affect the equilibrium 

system, as the information provided does not match experience, and the subject would 

try to compensate with their posture (Emoto et al., 2004). Therefore, as the field of 

view tends towards a natural value, equilibrium should return to normal and result in 

less posture compensation and sway. They indeed found that a wider fields-of-view 

led to less sway. This finding, as with Slater & Steed’s use of the startle response in 
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breaks in presence (Slater & Steed, 2000), illustrates the difficulty of interpreting 

behavioural metrics as simple direct correlates of presence. 

2.4.3 Physiological measures 

Several physiological variables are considered correlates of presence, although as with 

behavioural observation, no standard yet exists. An early study by Jorgensen et al. 

(1997) noted that VEs can produce measurable changes in physiology (in particular 

heart rate and galvanic skin response), and soon after efforts were underway to 

estimate presence this way. The most successful examples of this method are 

associated with Meehan (Meehan, 2001; Meehan et al., 2002; Meehan et al., 2003). 

Subjects were placed into a virtual environment in which they must navigate around a 

deep pit in the floor. Not surprisingly, taking part in the task is a stressful experience 

(Meehan et al., 2002). The VE was implemented in various immersion conditions, 

from a four-wall cave (Meehan, 2001) to an HMD based, body-tracked system with 

passive haptic feedback (Meehan et al., 2002; Meehan et al., 2003). The studies 

examined changes in mean heart rate, skin temperature and galvanic skin response, 

and were validated both by behaviour observation, and by the SUS scale. The results 

are fairly impressive: change in mean heart rate and galvanic skin response were 

significant predictors of SUS scores (Meehan, 2001; Meehan et al., 2002). Change in 

mean heart rate was also sensitive to changes in simulation display update rate, albeit 

non-linearly (Meehan et al., 2003). Others such as Wiederhold et al. (2002), Preston 

(1998) and Zimmons and Panter (2003) have found similar effects, while Dillon et al. 

(2001) found a difference in heart rate across content conditions (exciting 

content/calm content). Meehan concludes that such measures can be used to evaluate 

presence, but only for stressful environments, because one needs in the environment a 

situation which should raise heart rate and lower galvanic skin response for present 

subjects (Meehan et al., 2003); in effect, something to allow a distal attribution. Slater 

(2002) has criticized this type of measure for requiring artifacts to be inserted into the 

VE (such as the pit); he argues that it is contrived and impractical for general purpose 

applications (Slater, 2002). 

  

Other physiological variables have produced similarly limited results. A study by 

Ravaja et al (2004) used facial electromyography (EMG), galvanic skin response 

(GSR) and change in heart inter-beat intervals (IBI) as well as the ITC-SOPI self-
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report scale. EMG activity related to experiencing a positive mood state (i.e. increased 

zygomaticus and orbicularis oculi activity and reduced corrugator supercilii activity) 

predicted spatial presence. Similarly, spatial presence was predicted by GSR activity 

which indicates increased arousal. They found no effects on the IBI (which 

contradicts Meehan et al., 2002). Although these findings are encouraging, they 

cannot be generalized due to confounds in the design. The specific EMG indicators, 

for instance, show positive mood, but this is hardly surprising as they occur at the 

achievement of a goal. Although this activity is correlated with presence, it is likely 

that more present subjects became more involved in the game and thus felt more 

satisfaction (and hence positive affect) on completing the goal. It is unlikely (as 

conceded by Ravaja et al., 2004) that this is a general purpose presence measure. GSR 

is more promising, but increased arousal is known to follow changes in focused 

attention. Although attention has been strongly associated with presence (Schubert et 

al., 2001; Wirth et al., 2007; Witmer et al., 2005), such measures could only explain a 

small amount of presence variance, due to the large number of other factors involved. 

2.4.4 Brain imaging 

Brain imaging has recently been considered as a possible measure of presence. 

Unfortunately, both VR and brain imaging require bulky, sensitive equipment (both 

often relying on detection of magnetic fields), which may interfere with each other. 

Furthermore, brain imaging requires subjects to keep still to reduce measurement 

error due to muscular activity (Hoffman et al., 2003). One study used used fiber-optic 

goggles to provide stereoscopic display to subjects inside an fMRI scanner (Hoffman 

et al., 2003). Preliminary work showed the display could produce differing immersion 

levels measurable as changes in presence (Hoffman et al., 2003), effectively opening 

the door to fairly immersive environments within the confines of the fMRI magnet. 

 

EEG has given some interesting findings. Bischof and Boulanger (2003) placed 

subjects in a complex maze while monitoring theta band oscillations, which have been 

linked to hippocampal activity during navigation in rodents (O'Keefe & Reece, 1993). 

They found theta activity predicted specific behaviours in the maze (particularly 

making navigation errors). Although they did not measure presence, their results 

indicate that EEF measurement inside is VE is possible. Mikropolous et al. (2004) 

used EEG to examine decreases in alpha-band oscillations and increases in gamma-
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band oscillations, which are associated with shifts in attention and with visual 

awareness (Mikropoulos et al., 2004). Measures were taken on seven subjects 

navigating four VE conditions, increasing in complexity and fidelity. As expected, 

EEG readings showed a decrease in alpha-band oscillations, and complementary 

increase on gamma-band oscillation. Mikropolous et al. conclude that because the 

EEG activity is sensitive to manipulations of scene fidelity, these wavelengths could 

be used as an objective measure for presence. However, this reasoning is flawed: 

First, complex environments (with more data to process) will lead to more attention 

focused on the VE, as habituation will take longer (Kosslyn & Thompson, 2003). 

Given the large manipulations used in the study (e.g. one condition was texture 

mapped while another was not - Mikropoulos et al., 2004) the changes in EEG may 

only be indicating this phenomenon rather than presence; or, at best, the measure is 

only sensitive to broad-brush manipulations of immersion. Second, Mikropoulos et al. 

(2004) used only the EEG measure without independent validation measure,  making 

the conclusion about presence essentially post-hoc. 

2.4.5 Breaks in presence (BIPs) 

This technique attempts to get around the problems of having subjects scale their own 

experiences (as is done in self-report measures). In a BIPS measure, subjects report on 

the occurrence events which are easy to detect, and because only their occurrence is 

reported on, problems of individual differences in relative scaling are overcome. 

Subjects are asked to report on “breaks in presence”, which is the sensation of a 

sudden change or shift in attention which occurs when one is suddenly moved away 

from being present in a VE. Before the experience, subjects are instructed to report 

each time they experience a “transition to reality”, which is defined for them as the 

awareness that they are in the laboratory where the experience is happening. Subjects 

report either by simply calling out “Now” (Slater & Steed, 2000), or by calling out 

loudly the reason for the break, for instance “Cable pull” (Brogni et al., 2003). A large 

number of BIPs is associated with a low presence experience. For validation, Slater 

and Steed used a Markov chain model to predict presence from the distribution of 

BIPs over time (Slater & Steed, 2000), and the model was then validated using SUS 

data. Brogni et al. (2003) subsequently showed that a simple count of BIPs is a good 

predictor of SUS scores. The technique is therefore generally validated, although only 

by a few studies.  
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One problem with BIPs is the issue of false negatives. It is fairly obvious that a false 

positive cannot occur, because even if the subject did not truly experience a break and 

calls it, the calling of the break will itself induce a BIP. However, it is possible that a 

break could occur and the subject does not report it, and furthermore, the probability 

of a subject correctly reporting a break is probably inversely proportional to the 

difficulty of the experimental task. So, for example, if a subject is engaged in a 

difficult task, a BIP might go unreported as the subject allocates most resources to the 

task and forgets to call out the BIPs; this is a problem with all measures which give 

the subject a dual task (see Freeman et al., 2000 for another example of a dual-task 

measure). Note however that this is a difficulty with the reliability and sensitivity of 

the measure, not with its validity. 

2.4.6 Questionnaires versus other types of measures 

All measures must serve two masters: reliability (measuring the construct with 

minimal error), and construct validity (measuring the actual construct it aims not, and 

no other) (Anastasi & Urbina, 1996). Showing that a scale is reliable is simple – well 

established techniques exist for doing so (Cronbach’s alpha coefficient, factor 

analysis, test-retest techniques, etc.). Showing that a scale has construct validity is 

much harder (Anastasi & Urbina, 1996), and it is here that the measured debate has 

centered. 

 

One side of the measurement debate opposes self-report scales on the basis that they 

are not able to measure presence at all (Slater, 2004; Usoh et al., 2000). In an 

interesting study, Usoh et al. (2000) created a virtual environment of their laboratory, 

and placed 10 subjects into that VE and 10 into the actual laboratory with the same 

task, and then took SUS and PQ measurements. The prediction was that the real 

laboratory should produce more presence than the VE. The results were not as 

predicted. No significant difference between environments was found on either scale, 

although there was a significant difference in the expected direction when the number 

of high scorers (scoring 6 or 7) on the SUS was compared (Usoh et al., 2000). Usoh et 

al. reached two conclusions: first, subjects will interpret questions to make sense in 

the given context, and respond on that basis. Second, presence questionnaires are not 

suitable for cross-environment comparisons due to their lack of sensitivity. 
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The study, although interesting, has some significant flaws. First, as discussed by 

Usoh et al, the power of the study is low due to the small sample. They argue that 

they expected a large effect, so a small sample should have been sufficient to show 

the effect. However, given that there is an indication of a difference (both from the 

significant difference between high scorers, and from the fact that the mean 

differences, although not significant, are in the predicted direction), it would have 

made sense for them to continue collecting data to see if the difference disappeared 

with a larger sample. The effect may thus simply be that it is smaller than expected, 

particularly given the fact that presence questionnaires had, at the time of that paper’s 

publication, already shown a number of success at picking out differences between 

immersion conditions (e.g. Hendrix & Barfield, 1996a; Prothero & Hoffman, 1995; 

Slater et al., 1995c). A second weakness in the study comes from the selection of 

criterion. While it is reasonable to expect subjects in the real world to feel more 

presence on average than subjects in a VE, it is not necessarily the case that self-

report scales will work for real environments. Usoh et al argue that the questions from 

the questionnaires used make sense for real environments, but this proposition is hard 

to defend. Consider these items, form the perspective of a subject in the real world 

condition: “To what extent were there times during the experience when the office 

space was the reality for you?” and “During the time of the experience, did you often 

think to yourself that you were actually in the office space?” (from the SUS) or 

“Overall, how much did the you focus on using the display and control devices 

instead of the experience and experimental tasks?” and “How natural was the 

mechanism which controlled movement through the environment?” (from the PQ). 

Some subjects may have understood the intention of the item correctly, but many 

could have been confused and responded with an answer in the center of the scale to 

be safe. Regardless of what the subjects actually did do, it is safe to assume that this 

confusion translated into a degree of random answering, which would in turn increase 

the error variance, and make it harder to detect small differences. In this regard, it is 

telling that for both the SUS and PQ scores, the real world condition produced higher 

standard deviations, indicating more randomness (and possibly confusion) in 

response. The conclusion that subjects interpret questions in some context and 

respond on that basis is true (indeed, it is a fundamental principle of psychometrics – 

Anastasi & Urbina, 1996), but the significance of that conclusion is not that subjects 
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are unable to report correctly on their experiences, but rather that there will always be 

a degree of idiosyncrasy to a subject’s response. Some of it can be controlled for 

(such as by ensuring that the context in which they respond is meaningful and not 

confusing), but the rest must be dealt with by making use of large enough samples 

when making comparisons, to overcome the error variance. 

 

The problems raised by Usoh et al are nonetheless worrying, because they do 

highlight some difficulties of working with questionnaire data. Another interesting 

paper from Slater (2004), presents the central problem in presence measurement: 

What is it exactly that we are measuring? Slater notes that a presence questionnaires 

should at the very least be able to distinguish between reality and a virtual 

environment, citing Usoh et al (2000). This is true in principle, but one cannot simply 

expect a questionnaire to work in contexts beyond those for which it was designed (if 

anything, Usoh et al’s argument is one against the particular questionnaires used, and 

not against questionnaires in general). A second objection raised by Slater (2004) is 

that presence cannot be measured by questionnaires, as these are suited to measuring 

mental states, and no presence researcher has yet identified the mental state which 

makes presence (Slater, 2004). While it is true that presence has not been defined as a 

unique mental state, it is not true that it does not exist as a well documented, 

independent phenomenon. Unlike “colorfulness”, the straw-man concept ingeniously 

conjured up by Slater to show the dangers of reification, there is evidence that 

presence exists as a concept separate to the act of studying it. Several independent 

researchers (Freeman et al., 2000; IJsselsteijn, 2004; Meehan, 2001) have reported 

that subjects placed in virtual environments respond to the stimuli presented to them 

as if they were real. This is an indication that presence indeed is a real phenomenon, 

which can presumably be measured somehow. Furthermore, researchers from other 

fields have independently identified and documented phenomena very similar to 

presence, such as placeness (Relph, 1976), Goffman frames (Rettie, 2004) and the 

transportation imagery model (Bracken, 2005a). Finally, Slater suggests that there are 

many ways to evaluate presence (including physiological measures), and it should not 

be the case that one method of evaluation should be used to the exclusion of others. 

This is of course entirely true, but somewhat misleading. Currently questionnaires are 

the preferred method of measurement because they are better understood than the 

alternatives. Although questionnaires are subjective and they do have flaws, there is a 
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large body of literature which details how to develop, asses and refine both the 

reliability and validity of questionnaires (Anastasi & Urbina, 1996). A thoroughly 

evaluated questionnaire has a known degree of error, and a known degree of ability to 

correctly measure the construct of interest. Physiological measures however, while 

having the potential for enviably small degrees of error, currently have almost no 

validity at all – it is simply not clear what physiological variables are related to 

presence, or if there exists such a thing as an identifiable means of estimating 

presence using physiological or neural measures (although there is also no evidence 

suggesting that such a thing is not possible). Once physiological measures have been 

validated (a process which is slowly underway – see Brogni et al., 2003; Friedman et 

al., 2005), they may begin to see wider use.  

2.5 The relationship between concepts and measures 

Although there is debate around the relative value of various definitions and measures 

of presence, little attention has been focused on the relationship between concepts and 

measures of presence. For those engaged in empirical work, this relationship is 

critical, as it represents the link between research hypotheses and the interpretation of 

evidence (Turner & Roth, 2003). The definition one picks is that about which one 

wants to make a finding. The wide variety of presence definitions allows one to be 

quite specific about what the finding will describe. However, when the study is 

actually run, it is the measure chosen that defines what the effect is about: a choice of 

BIPs as the measure effectively means one is focusing on attention and perception 

related aspects of presence, while a choice of the IPQ effectively means one is 

focusing on spatial presence. Care must therefore be taken to find definitions and 

measures which are compatible. The biggest concern in such a situation is nullifying 

the construct validity of the measure which is used. In most cases, developers of 

measures go to great pains to collect and report evidence for the construct validity of 

their measures (see Lessiter et al., 2001; Vorderer et al., 2004 for examples of this 

process in the presence field), because a measure without construct validity measures 

some unknown construct and is therefore useless for drawing conclusions. In practical 

terms, this means that the choice of presence concept and measure are not 

independent. When engaged in empirical work, the choice of measure is particularly 

important, so it may be a good strategy to narrow the choice of presence definitions 

by considering only those which are implemented by measures of high validity and 



2 - Concepts and measures of presence 

50 

high reliability. Fortunately, as this review shows, the range of high quality presence 

measures is reasonably wide, and allows one some freedom to pick a measure not 

only in terms of its psychometric properties, but also of the specific presence concept 

required. 

2.6 The concept and measure of presence used in this work 

For reasons of expediency, this dissertation will deal only with individual forms of 

presence; that is, social forms such as co-presence and social presence will be 

excluded. The model which will be presented will be evaluated only for individual 

processing situations, and although it may hold true for social forms of presence, it 

has not been validated for those situations. The approach of this dissertation, as the 

following chapters will reveal, will be strongly cognitive. At the same time, this work 

is highly empirical, so only concepts which are associated with highly reliable and 

valid measures are practical choices. First and most important, this project requires a 

concept and measure which are able to capture surface processing (perceptual 

phenomena), as well as depth processing (semantic phenomena). This is necessary to 

ensure that the conclusions can be made about cognitive processes rather than simply 

perceptual processes. It should be made clear the distinction between “perceptual” and 

“semantic” effects made here. Although perception involves a large degree of 

semantic effects (such as semantic priming, etc – see Pinker, 1995), the distinction 

here refers to the origin of the data being processed cognitively. Perception is a 

process which begins with a sensory stimulus and ends with an activated concept in 

working memory (Plotkin, 1998); while semantic processing largely operates on 

information stored in semantic or conceptual form in declarative memory (Plotkin, 

1998). Therefore, perceptual effects in presence are taken in this work to mean those 

effects which arise from the VE, and are subject to immersion effects, while semantic 

effects arise in the mind of the subject, and are thus subject to experiential, but not 

immersion effects. 

 

Second, as suggested by Lee’s evolutionary argument and Biocca’s principle of 

evolutionary primacy, the concept chosen should allow one to make claims about 

various types of media (not simply immersive media), as presence is a phenomenon 

which pre-dates immersive technology (Biocca, 2003; K. M. Lee, 2004). Third, in 

order to remain as generally applicable as possible, the only concepts of presence to 
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be considered will be the unifying principles; and finally, the concept must be capable 

of being operationalized for empirical work. Using these criteria, Lee’s concept is 

excluded, as it does not lend itself well to operationalization (this is because Lee’s 

proposal is closer to describing a mechanism for presence than a concept of presence). 

From the remaining two, Lombard and Ditton’s definition (1998) is preferred over 

Nunez and Blake’s (2001) because, although the latter is more directly specified in 

cognitive terms, the former has achieved more widespread use, and will therefore 

allow better comparison to existing research, and therefore a more solid foundation. 

 

It should be noted that by ‘presence’ this dissertation specifically refers to virtual 

presence, that is, telepresence for the special case where the remote site is virtual 

(following Sheridan, 1992). Although it is reasonable to suggest that the findings here 

will apply to telepresence also, none of the supporting presented here studies use real 

remote sites, and for the sake of parsimony no such inferences will be made. 

However, in line with the evolutionary arguments presence by Biocca (2003) and Lee 

(2004), this dissertation considers the mechanisms which lead to virtual presence can 

also lead to presence in the real world, and therefore presence in the real environment 

is not considered as a unique case.  

 

Choosing Lombard and Ditton’s definition excludes a number of notable measures. 

Specifically, it excludes all physiological and brain imaging techniques, as there is no 

expectation of what changes one would see when a subject experiences mediation or 

the illusion of non-mediation. It is true that an approximation to this can be reached 

following Meehan’s (2001) or Slater et al.’s (1999) approach of adding to the 

environment features which produce a known response under conditions of non-

mediation, but this unduly trades off reliability for validity as discussed in 2.4.6 

above. Of the remaining measures, the BIPs technique (Slater & Steed, 2000) is 

excluded as it operates only at the surface level (attention and perception), and gives 

no indication of deeper processing. The best remaining candidates are the PQ, the 

MEC-SPQ and the ITC-SOPI, as these have been through the most rigorous 

psychometric evaluations. Of these, the PQ is excluded, as it has had the least use 

with non-immersive environments. From the final two (MEC-SPQ and ITC-SOPI), 

the ITC-SOPI is preferred, due to its longer track record in research among various 

independent research groups (suggesting higher validity), as well as having had a 
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larger sample during development, which undoubtedly increased its reliability 

(Anastasi & Urbina, 1996). 
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Chapter 3: A critical review of current significant 

models of presence 
 

This chapter reviews the most significant current models of presence. Four major 

model families are identifiable in the literature: The two-pole and environment 

selection models associated with Slater; the three-pole model associated with Biocca; 

the focus-locus-sensus and layers of presence models associated with Waterworth, 

and the measures, effects, conditions model associated with Wirth and colleagues. 

Each of these will be examined using a standard template to allow direct comparisons 

between models. This template includes: 

 

1. Description of the model – a summary of the model structure and history. 

 

2. Presence in the model – a discussion of how the model views the state of 

presence, and how presence exists in the model structure. 

 

3. Summary of empirical evidence – a critical summary of the most important 

empirical work supporting the model. 

 

4. Critical discussion of the model – a critical examination of the model, 

including comparisons to other models, the evidence in favour of and opposed 

to the model. This discussion will consider the plausibility of the structures, 

and whether the model creates contradictions. 

 

5. How the model explains the five problems – An examination of the model’s 

power to explain the five problems for presence (these are detailed in 3.1 

below). 

 

A summary table of this review can be found in Appendix G. The models are 

presented in chronological order of publication, but due to ongoing development, 

there is considerable overlap. This review constrains itself to models of presence as a 

phenomenon, due to this dissertation’s aim of evolving a cognitive model of presence. 
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This excludes models of how presence is related to other constructs, such as Zeltzer’s 

Autonomy-Interaction-Presence model (Zeltzer, 1994) or the Immersion, Presence 

and Performance model (Bystrom et al., 1999b). 

3.1 Five problems for presence theory  

The study of presence presents a few phenomena which are counterintuitive and 

thorny for models to explain. The literature contains five such problems of interest. 

For the purposes of this review, these problems will be presented as phenomena free 

from theory or explanation. The following sections define and describe each of the 

five in turn, and describe their importance to presence. 

3.1.1 The book problem (Biocca, 2003) 

A book stimulates only a single modality, with very low fidelity and with a low 

bandwidth stream of information. Furthermore, the reader has almost no control over 

their movement or interactions within the mediated space (Biocca, 2003). A book 

therefore represents an extremely low immersion system, and should, according to 

many current presence models, produce low presence experiences (Slater et al., 1996). 

However, presence experiences while reading books are possible (Gerrig, 1993; 

Nunez & Blake, 2003b; Towell & Towell, 1997). A theory of presence must therefore 

be able to explain why this is possible (unless such a theory were to explicitly limit 

itself to being a theory of presence within highly immersive environments). 

3.1.2 The physical reality problem (Biocca, 2003) 

This problem can be considered the opposite of the book problem. The real world 

presents a continuous, high bandwidth, multimodal stream of information, and allows 

complete control over movement and interaction in the environment. Nevertheless, 

people sometimes experience no presence in the real world, due to daydreaming or 

being  lost in thought (Biocca, 2003). 

3.1.3 The dream state problem (Biocca, 2003) 

The final three of Biocca’s proposed problems is that presented by dreaming. Dreams 

can result in intense presence experiences, and yet the subject is receiving almost no 

stimuli from the real world, and there is no mediated environment involved in the 

experience either. Where then are they present? As with the book problem, one can 
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argue that what Biocca calls presence in a dream is not presence at all, but again, one 

would have to define presence in a narrow, media specific form to exclude this type of 

experience. 

 

Another interesting problem with discussing dreams in presence is that following 

Lombard & Ditton’s (1997) definition of presence as the ‘illusion of nonmediation’, 

dreams should not be considered, as no mediation occurs. However, if one 

understands “nonmediation” in a more general sense to mean the case where 

perception of an environment leads to a sense that nothing intercedes between the 

subject and the environment, then dreams provide a particularly interesting category 

of experiences. During a dream, normal perception is circumvented, and rather than 

having the visual (or auditory, etc.) cortices stimulated via the sensory organs as 

during normal perception, they are stimulated directly by the reticular activating 

system (Hobson et al., 2000). From this perspective, a dream is like the much vaunted 

science fiction situation where the VE display is done by direct stimulation of the 

brain. It is therefore interesting to consider the reticular activating system as a 

‘mediating system’ during dreaming, as it may give hints of how advanced media 

systems may lead to presence experiences.  

3.1.4 The virtual stimuli problem  (Nunez, 2004a) 

From a physiological point of view, a person only ever experiences one stream of 

external stimuli. For example, all light, regardless of whether it arises from a VE 

display or from the sun outside the laboratory window is received by the retina in the 

same way. All stimuli which encode a VE are converted into physical stimuli (light, 

vibrations in the air, etc) in order to reach the subject and for presence to occur 

(Nunez, 2004a). All stimuli, regardless of origin, are in fact real; they are all just 

energy arriving at the sense organs. Stimuli which arise from virtual sources (which 

can be called “virtual stimuli”) are not tagged as being virtual and belonging to a 

special subset of stimuli. Virtual stimuli can share physical properties which will mark 

them as being different from the other stimuli. For instance, all stimuli related to the 

virtual environment might come from a small area of space, and may thus begin 

processing from a small set of adjacent retinal cells (Craver-Lemley & Reeves, 1992), 

or the virtual stimuli might be of a higher average intensity (Jonides, 1981). However, 

these properties (spatial location, relative intensity, etc.) must be inferred during 
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perception, and can thus only be grouped together after they have been partly 

processed (Ungerleider & Haxby, 1994). It is therefore incorrect to state that there is a 

discrete number of environments or stimulus sets for a subject to choose from (such a 

“real environment” and “virtual environment”). There exists only one stream of 

stimuli from which a user can infer any number of environments. Because this process 

is inferential, top-down effects will play a major role (Wirth et al., 2007). The 

problem of virtual stimuli is thus: How are certain stimuli recognized as encoding one 

coherent virtual environment, and how are stimuli outside of this set excluded from 

the presence experience? 

3.1.5 The inverse presence problem (Timmins & Lombard, 2005) 

Inverse presence was first described by Timmins and Lombard (2005). It occurs when 

real events are experienced as if they were mediated. This is most likely to happen 

when the events are unusual or emotionally intense, such as during the perception of 

great beauty or when being the victim of a crime. It is not clear how common inverse 

presence experiences are (the interview method used by Timmins and Lombard does 

not allow that inference), but the documented existence of 97 cases  (Timmins & 

Lombard, 2005) suggests it needs to be considered by presence theory. 

 

One can argue that inverse presence need not be explained by a theory of presence, as 

it is not experienced during mediation. Timmins and Lombard (2005) argue that 

inverse presence involves one class of experience (real) being confused for another 

(mediated), which is, according to Lombard and Ditton’s (1998) definition of 

presence, the essence of the presence experience. From a psychological perspective, it 

is a very interesting phenomenon, as it indicates that the experience of mediation is 

not specifically tied to a particular class of stimuli, but can be freely associated with 

other sets of stimuli. Uncovering the conditions under which this sense of mediation is 

activated might shed light on how the converse (a feeling of non-mediation) occurs. 

3.2 The five problems as a yardstick of model power 

If one agrees that the five problems present important phenomena in presence, then 

one can judge the relative value of a presence model by how well it explains the five 

problems. In this review, each of the current major models will be compared in terms 

of their response to all five problems, to gain a comparative benchmark of their 
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power, and to illustrate their strengths and shortcomings. This approach has been used 

in a limited way by Biocca, who used the book, physical reality and dream state 

problems as a measure of the increase of power of the three-pole over the two-pole 

model (Biocca, 2003), and by Waterworth who used the book and dream states 

problem to show the relative power of the focus-locus-sensus model of presence 

(Waterworth & Waterworth, 2001).  

3.3 Current significant models in the presence literature 

3.3.1 The two-pole / environment selection model 

3.3.1.1 Description of the model 

Although presented as a unified model, this is actually a composite review of a 

number of separate ideas, which do not formally exist as a model in the literature. The 

term ‘two-pole model’ was coined by Biocca (2003), and the term ‘environment 

selection’ was used by Slater and Steed (2000) to refer to the same family of concepts 

(this review prefers the latter term, as it better reflects the current sophistication of this 

model). This model is an evolution of the classic telepresence model, where an 

operator experiences being present at the remote worksite (Biocca, 2003). Sheridan 

(1992a) suggested that virtual presence could be understood simply as telepresence 

for the special case where the remote worksite is virtual rather than real. This idea was 

extremely persuasive, and led much of the research during the 1990s. This review will 

not focus on that early work, but rather on the more recent developments of that 

concept which have been informed by considerable empirical evidence.  

 

Early versions – the “two-pole” model  

In the “two-pole” model (a term coined by Biocca, 2003) subjects exist in one of two 

states (or poles) – either present in the virtual environment, or present in reality (see 

Figure 3.1 below). There is debate as to whether presence occurs by degrees (e.g. 

Wirth et al., 2007; Witmer et al., 2005), or whether it is binary (Slater, 2002) - see 2.3 

in chapter 2. Some confusion surrounds Slater’s binary position, as his questionnaire 

(the SUS - Slater et al., 1994), provides a continuous score. However, it should be 

noted that Slater’s practice when administering the SUS was to quantify scores such 

that only those scoring 6 or 7 would be considered as ‘present’, while the others 

would be considered as ‘not present’ (Slater et al., 1994). To add to the confusion, 
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Slater admits that continuous presence may indeed exist (Slater, 2002). Nonetheless, 

the two-pole model generally works for either binary or continuous concepts of 

presence, because at its core the model posits a simple one-dimensional progression 

between ‘present’ and ‘not present’ in the VE (Biocca, 2003). Generally speaking, 

‘not present’ is not well defined, although having another system or environment 

which interferes with the VE of interest is central, as this model views presence as 

comparative (Slater, 2003a). The interesting questions arising are how a subject 

moves from the ‘not present’ to the ‘present’ pole (see Sadowski & Stanney, 2002), 

and what factors interrupt presence (Slater & Steed, 2000). A major aim of this 

research is to identify factors which affect and mediate presence, such that a ‘presence 

equation’ of factors and their relative contributions can be constructed (Kalawsky, 

2000; Sas & O'Hare, 2001). These factors are categorized as being internal or external 

(Sadowski & Stanney, 2002); Internal factors are associated with the subject, for 

example culture (Fontaine, 1992), a tendency to become immersed (Witmer & Singer, 

1998), or age and personality (Heeter, 1992). External factors (which are sometimes 

referred to as immersion factors - Slater et al., 1995b) include display field of view 

(Hendrix & Barfield, 1996a), pictorial fidelity (Welch et al., 1996), scene detail 

(Slater & Wilbur, 1997) and display resolution (Bracken & Skalski, 2006).  

 

 

 

Figure 3.1: The two-pole model. The subject moves between the “real 

environment” pole (“not present”) to the “virtual environment” pole (“present”). 

The dynamic shift is determined largely by the degree of immersion of the 

system, although mediation by internal factors is thought to play a small role. 

 

In many ways, the two-pole model (particularly the early versions) is not a model of 

presence as a phenomenon, but of presence as a desirable outcome for interactive 

systems. The dichotomy between ‘present in the virtual environment’ and ‘present 
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somewhere else’ (often appearing as ‘present in the real environment’) seems to 

develop naturally from this perspective – did the system manage to produce the 

desired effect (making users present) or not? And from that question, quite naturally, 

follow specific questions such as “what can be done to increase the likelihood of the 

desired result?” The current version of the two-pole model, which is better referred to 

as the environment selection model, is more sophisticated.  

 

Current status - Environment selection theory 

Environment selection theory assumes that subjects can only respond to and act in a 

single environment, even though they may be presented with several (Slater & Steed, 

2000). This limit is imposed by their direction of gaze, limits of attention allocation, 

and other inherent factors (Slater & Steed, 2000). While a subject is present in an 

environment, it is perceived as a coherent whole (Slater and Steed use the term 

Gestalt to describe this coherence). To be present is thus to have selected one 

particular environment to respond to from among all competing environments (Slater 

& Steed, 2000). According to this model (outlined in Figure 3.2 below), a subject in a 

VE receives a continuous data stream from the VE, but also from other sources in the 

real environment (noises outside, temperature changes, etc) and from rendering errors 

in the VE system (Slater & Steed, 2000). Subjects in a VE thus always face two 

environments, and must choose one in which to be present. It is not clear whether only 

bottom-up data is able to force the selection of one environment over the other, or if 

top-down data has a role in this process (although this would seem a natural place for 

volitional processes such as ‘the suspension of disbelief’ – Slater & Usoh, 1993b).  

 

This simple but convincing model has been subsequently refined by Slater (2002) by 

incorporating top-down and expectation based processing. As subjects interact in the 

VE, they form hypotheses about the VE (expectations for future data), and sensory 

inputs are tested under this expectation. If data which is consistent with the 

expectation arrives through other sensory channels (such as the addition of haptic 

feedback used by Meehan et al., 2002), the VE becomes supported as a viable 

hypothesis. However, conflicting data (such as the tug of a cable or a rendering 

glitch), can cause the real environment to be selected, resulting in a break in presence 

(Slater, 2002). 
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Figure 3.2: The environment selection model. The subject is either present in the 

real environment, or in the virtual environment. The probability of the subject 

selecting the VE depends largely on the level of immersion. Should a 

contradictory stimulus occur (such as a rendering artifact), the subject will 

rapidly switch back to being present in the real environment – a ‘break in 

presence’. 

 

The relationship between the amount conflicting data and the probability of a break in 

presence is not linear. Brogni et al. (2003) suggest that conflicting information could 

be attended out, incorporated into the current hypothesis, or lead to a break in 

presence. It is also not clear whether this will occur based only on the amount of 

conflicting sensory information, or if the content of the information has an effect. 

Depending on which environment which is selected, the subject will act differently; 

this allows the evaluation of presence by observing behaviour. 

 

The process by which subjects switch between environments seems to be automatic, 

as There is no discussion of the possibility that a subject may willingly switch from 

one environment to another. In the reversible figure illusions which Slater uses to 

illustrate the Gestalt-like elements of the model (such as the young woman/old crone 

illusion and the duck/rabbit illusion – Slater, 2002; Slater & Steed, 2000) subjects can 

easily switch from one interpretation of the image to the other at will once they 

become aware that two alternatives are possible (Girgus et al., 1977). However, this is 

probably not the case with presence. It seems that it is easier to stop being present in a 
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VE that it is to begin (although no empirical evidence to this effect exists). If this is 

the case, then it would be interesting to note the differences are between the reversible 

figure illusions and presence. It may be that, unlike reversible figures, there is little 

ambiguity in the environmental stimuli processed by the subject. The classic 

reversible figures are carefully constructed so that each line in the image is evidence 

supporting both hypotheses equally, and the small amount of data required to tip the 

decision in favour of one interpretation can be supplied by the subject willingly. In the 

presence situation however, it may be that the sensory stimuli tend to favour the “I am 

in the real world” hypothesis far more strongly than the alternative “I am in the VE” 

hypothesis; it may be impossible to provide the amount of top-down evidence 

required by will alone. This is because the suspension of disbelief argument assumes 

that all the relevant cognitive processes are mutable by the exertion of will; however, 

even for the case where a subject is able to exert a heavy degree of suspension of 

disbelief, the existence of automatic processing structures in the cognitive system 

(such as the automatic activation of the folk-psychology module – Baron-Cohen, 1995 

– and the automatic association of active concepts in declarative memory – Atkinson 

& Shifrin 1968) may in fact prevent this from occurring, as some processes simply 

may not have any input from volition.  

3.3.1.2 Presence in the model 

Both forms of the model discussed above follow a consistent view of presence: 

Presence is the subjective sense that one is in the VE of interest, rather than in any 

other place (Slater et al., 1994). Essentially, a subject exists on a continuum between 

the two poles of “virtual environment” or “real environment” (Biocca, 2003). The 

more recent reformulation by Slater and Steed (Slater & Steed, 2000) removes the 

emphasis of being present in either the virtual environment of interest or some other 

specific place, to a more generic sense that the subject is either present in the 

environment of interest, or in some other place, which is not defined. This improves 

the definition in some sense, as it simplifies operationalization; one need no longer 

worry about where in particular the subject felt present, in some sense obviating the 

need for a “third pole” as proposed by Biocca (2003) – see 3.3.2 below.  

3.3.1.3 Summary of empirical evidence 
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Evidence for the two-pole model 

The two-pole model simply predicts that particular factors (especially immersion 

factors) will increase the probability of the subject feeling present in the environment 

of interest rather than anywhere else. It is perhaps not so much a model as a loose 

framework upon which a program of raw empiricism has been based (see Kalawsky, 

2000; Sas & O'Hare, 2001 for a discussion of the structure of this program). Much 

work has been done into uncovering factors important to presence, and much of it has 

been replicated. As discussed in 3.3.1.1 above, much of the impetus in this research is 

driven by practical concerns of creating “presence producing systems”.  

 

This review will not consider studies which take into account internal factors (that is, 

subject related factors), for two reasons: First, there exists no psychological or 

physiological model of how the individual factors interact with immersion factors in 

the tradition of the two-pole model, and therefore no firm predictions related to 

internal factors (Biocca, 2002; Sheridan, 1992a). Second, studies which consider 

internal factors almost always have a more complex model to test, and are therefore 

are better discussed in the context of those models (see further discussions in 3.3.2, 

3.3.3 and 3.3.4 below). Due to the large volume of studies in this area, this review will 

not go into detail, but rather categorize them by type of factor investigated.  

 

Graphical display parameters 

The largest body of work has considered graphical display parameters. Generally, 

these studies have a simple experimental design, where the factor of interest is 

manipulated, and its effect on presence is measured using a self-report scale (and in a 

few cases with  behavioral observation or by counting breaks in presence). The 

general finding is that increasing the quality of the display by making its artifacts and 

limitations imperceptible increases presence (Lombard & Ditton, 1997). Some of the 

factors found to have an effect are: 

• Animation. Animated scenes (where objects which would be animated in 

reality are animated in the VE) lead to more presence (Cho et al., 2003) 

• Colour depth. More colour depth leads to more presence (Barfield & 

Weghorst, 1993) 
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• Display type. Reality almost always out-performs any type of display (Allen 

& Singer, 2001; Hullfish, 1996; Mania & Chalmers, 2001) with a few rare 

exceptions (Usoh et al., 2000). Multi-wall cave systems produce more 

presence than monitors (Axelsson et al., 2001; Schroeder et al., 2001). Head 

mounted displays generally produce more presence than monitors (Nichols et 

al., 2000; Slater et al., 1996; Slater et al., 2000; Youngblut & Perrin, 2002), 

but this seems a weak effect, as numerous studies have failed to replicate the 

effect, perhaps due to the weight and discomfort associated with wearing such 

a display (Slater et al., 1995a; Slater et al., 1999; Youngblut & Perrin, 2002).  

• Display size. Larger displays tend to lead to higher levels of presence 

(Lombard et al., 2000a; IJsselsteijn et al., 2001; Bracken & Botta, 2002; 

Bracken, 2005) 

• Display update rate.  Faster updates lead to more presence (Barfield et al., 

1998; Barfield & Hendrix, 1995; Meehan et al., 2003; Snow, 1996). Note that 

this effect is likely non-linear, as Meehan (2002) found no difference between 

update rates of 10 and 15 Hertz. 

• Geometric field of view. Wider displays lead to more presence (Hendrix & 

Barfield, 1996a; Prothero & Hoffman, 1995) although within limits - Allen 

and Singer (2001) showed maximal presence when using a natural FOV. 

• Level of detail. More detailed, realistic scenes lead to more presence  (Cho et 

al., 2003; Shim & Kim, 2001; Slater et al., 1995c; Welch et al., 1996), 

although this effect may be weak, as other studies have failed to replicate it 

(Dinh et al., 1999; Snow, 1996)  

• Resolution. Higher resolution leads to more presence (Snow, 1996) 

• Stereopsis. Stereo-enabled displays generally produce more presence than 

mono displays (Cho et al., 2003; Hendrix & Barfield, 1996a; Snow, 1996) 

• Texture mapping. Texture mapped scenes lead to more presence (Cho et al., 

2003; Snow, 1996) 

 

Multimodality 

A second clear finding is that systems which stimulate multiple modalities 

simultaneously lead to more presence that systems which  stimulate a single modality. 

The following modalities have been examined: 
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• Audio. With very few exceptions, the addition of audio increases presence 

(Darken et al., 1999; Dinh et al., 1999; Hendrix & Barfield, 1996a, , 1996b; 

Nichols et al., 2000; Sallnäs, 1999; Snow, 1996; Welch et al., 1996). 

• Haptics. Several studies have found that the addition of haptics or touch cues 

increases presence (Dinh et al., 1999; Meehan, 2001; Sallnäs, 1999). 

However, a number of studies have failed to find an effect, suggesting that this 

is a weak factor (Insko, 2001; Lok et al., 2003; Meehan, 2001) 

• Olfactory. This factor has not received much attention (perhaps due to the 

engineering difficulties associated with implementing an olfactory renderer). 

The results are mixed – one study (Dinh et al., 1999) found no increase in 

presence, but another (Hoffman et al., 1999) found a small gain. Due to the 

small number of studies available, it is very difficult to draw a conclusion on 

this factor at this time. 

• Proprioception. This modality can be implemented in immersive systems by 

the use of body tracking. This seems to be a strong effect, as it is replicated in 

almost all studies (Bystrom & Barfield, 1999; Hendrix & Barfield, 1996a; 

Snow, 1996) 

 

System interface and interactivity 

The two-pole model predicts that factors which provide cues to the subject that they 

are using a VR system could reduce or interrupt presence (Usoh et al., 1999). 

Although VE interfaces are often examined as invariant system factors, the subject’s 

proficiency with the interface will probably interact with the interface type. The 

following interface related factors have been examined: 

• Interactivity. The more possibilities for interaction provided by the system, 

the more presence it generates (Snow, 1996); also, active roles in the VE lead 

to more presence than passive roles (Larsson et al., 2001; Preston, 1998). 

• Movement. Moving in the VE produces more presence than being stationary 

(Cho et al., 2003); although this effect may be due to increased interactivity 

rather than increased navigation. The more natural the method of movement, 

the more presence reported by subjects; real walking generates more presence 

than passive motion or mouse control (Slater et al., 1995a; Usoh et al., 1999; 

Witmer & Singer, 1998). 
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Evidence for the environment selection model 

The central tenet of this model is that the subject selects between environments to be 

present in; a corollary is that when a change in that selection occurs, it is experienced 

as a break in presence. Strictly speaking, there is no empirical evidence that subjects 

do select between environments, but there is evidence to show that certain 

distractions, particularly those associated with stimuli outside the VE, do lead to 

breaks in presence, which can be reported, and are associated with self-reports of 

presence. The first study to show this used SUS scores to predict the reported breaks 

in presence (Slater & Steed, 2000). Another similar study found a negative correlation 

between number of breaks in presence and SUS scores obtained during six separate 

immersive VE experiences (Brogni et al., 2003). Finally, Vinayagamoorthy et al. 

(2004) also found a negative slope when regressing number of breaks in presence on 

presence questionnaire data. It is important to note that these studies do not show that 

environment selection takes place; it is evidence that the end of presence is a 

reportable experience. One can argue that the fact that during post-VE interviews 

some subjects did report experience a sensation of “switching” between environments 

supports the switch. However, these reports should be considered contaminated by the 

instructions given to subjects on how to report a break in presence (see 2.4.5 in 

chapter 2). Nevertheless, this evidence strongly supports the notion that the number of 

interruptions during the VE experience can inhibit the subject’s presence. 

3.3.1.4 Critical discussion of the model 

The two-pole model has already been thoroughly discussed and criticized in the 

literature; in particular Biocca (2003) has outlined important weaknesses in that model 

(see 3.3.2.1 below). These criticisms revolves around the central assumption that a 

subject must either be present in the virtual environment of interest, or in some other 

environment. Biocca argues the one can be present in no physical environment, such 

as when one is lost in one’s thoughts (Biocca, 2003). Furthermore, because the two-

pole model emphasizes the immersion-presence relationship, it does not allow for 

subjects becoming present in non-immersive media such as books (Biocca, 2003). 

These two criticisms are correct, but they cannot overcome the fact that the two-pole 

model has more supporting evidence for its central notion than any other presence 
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model currently available; it is almost impossible to argue against the immersion-

presence relationship.  

 

However, it is important to consider this evidence within its limits. None of the 

available evidence shows that immersion is either necessary or sufficient for presence; 

all it shows is that one path to presence (among an unknown number of paths) is 

through immersion. A case in point is the role of content factors in presence. Almost 

all the studies reviewed in 3.3.1.3 above (indeed, most of the studies reviewed in this 

chapter) ignore VE content as unimportant to presence. From a purely methodological 

point of view, this is correct, as content is usually held constant across conditions. But 

this is not the case when comparing across studies, which may have vastly different 

content. Slater has explicitly stated that content is not an important factor in presence 

(2003a), based on evidence such as that cited in 3.3.1.3 above. However, in order to 

make such a claim, a similar body of evidence would have to show that non-

immersion factors (such as content) have no effect on presence. The lack of evidence 

for content effects simply reflects scarcity of studies, not lack of effects.  

 

Although the environment selection model is derived from the two-pole model, it is 

different enough to warrant an examination in its own right. The central notion in this 

model (that subjects select between competing environments as Gestalts), is supported 

by analogy using the reversible figures illusion (Slater, 2002). These illusions work 

because each line in the figure can simultaneously support one of two interpretations 

(e.g. duck or rabbit), such that the figure is completely ambiguous (Slater, 2002; 

Slater & Steed, 2000). However,  when placed in a VE in a laboratory. subjects need 

to deal with a vast array or sensory information of varying degrees of intensity which 

they must form into a Gestalt. The subjects must select relevant stimuli while 

attending out the rest, based on their significance and task demands (Nunez, 2004a; 

Wirth et al., 2007). Unlike a reversible figure, such a situation has no finite set of 

alternatives. Each subject constructs their situation in terms of its importance to 

themselves at that moment. A more fair analogy would be to consider the reversible 

figure as a picture on being on a piece of paper in a room. Some observers might see 

the duck, some might see the rabbit; but some, who may not be paying attention to the 

task, may only see the piece of paper and the experimenter; others may only see the 

décor in the room, and so on. It is true that all of these subjects are selecting between 
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alternatives; but it is not the case that the number of alternatives is bounded by the 

stimuli manipulated by the experimenter.  

 

The environment selection model also fails to explain why it is far easier for subjects 

to be present in the real world than in a VE (see for example Usoh et al., 1999). If 

there is a selection being made, what factors lead to one environment consistently 

being chosen over another? One possible answer is immersion factors. The real world 

has higher resolution, more detail and stimulates more senses than any virtual reality 

system current available; therefore, it is selected more often. This is plausible, but it 

obviates the very model it is being used to support – it simply returns to the two-pole 

model (“more immersion means more presence”) but with the added constraint that 

presence is now binary (the virtual environment of interest is either selected or not). 

Given that there is no theoretical position that categorically states that presence is 

binary (Slater himself stating that it might be continuous – Slater, 2002), this seems an 

untenable theoretical position. Nevertheless, the basic notion that some selection is 

happening during presence is interesting, because of the elegant way in which it 

explains the role of attention in presence (Biocca, 2003; Waterworth & Waterworth, 

2001; Wirth et al., 2007), and because of the break in presence experience (Slater & 

Steed, 2000).  

3.3.1.5 How the model explains the five problems 

The book, physical reality and dream state problems were defined as a reaction to the 

two-pole model (Biocca, 2003), so one can expect that these phenomena will not be 

explained well. Biocca has already discussed these three problems with regards to the 

two-pole model in detail (see 3.1 above), but not with regards to the environment 

selection model. 

The book problem 

At first glance, the environment selection model seems a good candidate for 

explaining the book problem. When reading, a subject has competing environments to 

select from (the environment in the book and the real world), and the subject can 

choose to read the book or simply look at it. However, this model still relies on the 

basic notion that immersion is required for presence, even if there is some recognition 

that cognition mediates the process (Slater et al., 1994). From this perspective, 

information presented in non-immersive and non-embodied forms is extremely 
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unlikely to lead to presence (Slater, 2003a), and this effectively precludes books from 

producing presence experiences, although reading a book can still lead to 

psychological engagement and enjoyment (Slater, 2003a).  

 

The physical reality problem 

In this situation, the subject is not processing external stimuli – they are lost in their 

own thoughts or preoccupations (Biocca, 2003). Again, the environment selection 

model seems a likely candidate to deal with this phenomenon: does the subject select 

the environment in their imagination, or the real environment around them? Due to 

the model’s focus on immersion (which concerns only external stimuli), it is again 

difficult to explain this phenomenon. The model is not well equipped to deal with this 

problem due to its lack of an explanation as to what happens when someone attends 

out external stimuli (Biocca, 2003). It seems clear that when a subject experiences an 

environment, they process it into mental representations, some of which are mental 

images (Kosslyn & Thompson, 2003). Could bringing such images willingly to mind 

not lead to a similar (if impoverished) sense of being in the space? The environment 

selection model cannot respond to such questions as it lacks a coherent notion of what 

partial or continuous presence is and how it arises. 

 

The dream state problem 

Biocca (2003) presents this problem as similar to the physical reality problem, 

because at its core is the issue of presence in imagined environments. During 

dreaming, all external sensory stimuli are attended out (or if not, they are generally 

incorporated into the dream), and replaced by internally generated stimuli, some of 

which emulate bottom-up information (Hobson et al., 2000). Although this situation 

can be considered a high-immersion situation (sensory stimuli have been replaced by 

the “virtual environment” of the dream), generally only a few modalities are 

stimulated, and dreams often contain a number of logical and perceptual 

inconsistencies. This makes it difficult to explain with the two-pole model (as 

discussed by Biocca, 2003). However, the environment selection model is well 

capable of dealing with dreams. Notice that in a dream, there is in fact only one 

environment (the dream), as all competing environments have been attended out. 

Therefore, even with the low levels of immersion generally found in dreams, the 

model has no problem explaining how one can feel present – the dream must be 
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selected as the environment to be present in as it is the only choice available. Of 

course, this assumes that certain minimum criteria are met, for instance that the dream 

is in fact about a place and the subject experiences the space from the perspective of 

someone occupying that space. 

 

The virtual stimuli problem 

These models are not able to deal with the virtual stimuli problem due to their central 

assumption that presence is the selection between competing environments. Recall 

that to perceive an environment, the subject must first construct that environment as a 

coherent cognitive entity by selecting a particular subset of stimuli from the 

undifferentiated mass of stimuli arriving at the senses (Nunez, 2004b). Due to the 

limitations of human cognition, only a small subset of stimuli can be processed 

(Baddeley, 1986). Proposing that subjects are able to simultaneously construct and 

maintain several environments to select from violates this principle. One may counter 

by arguing that the model is not cognitive, but rather descriptive; an outside observer 

can enumerate several possible environments which can be constructed from the 

available stimuli, and then interpret the subject’s behaviour as a choice between those 

environments. This is a true, but it fails to consider that subjects construct 

environment from both bottom-up and top-down data (Nunez, 2004a; Slater, 2002; 

Wirth et al., 2007). Therefore, it may not possible for an external observer to predict 

or even describe the environment which the subject is experiencing presence in. 

Evidence for the importance of this comes from Nowak et al. (2006), who found that 

the presence in violent games was mediated by the degree of perceived violence in the 

game. To an outside observer, a game has a constant degree of violence; however, due 

to individual differences, subjects may construct the environment as being more or 

less violent, which in turn affects their presence experience. The environment 

selection model could show that the subject is present in a violent game by examining 

their behaviour; but the detail required to differentiate between two subjects who 

perceive different degrees of violence and therefore have different presence 

experiences could not be achieved by this model. 

 

The inverse presence problem 

The inverse problem arises when a subject mistakes the real scene for a mediated one 

(Timmins & Lombard, 2005). The classic two-pole model is not able to explain this 
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phenomenon, as it defines a strong distinction between “real” and “virtual” in terms of 

immersion. Presence arises (almost automatically) as a function of having sufficient 

immersion. The two-pole model makes the sensation of being in the real world the 

standard against which less immersive mediated experiences are compared. It is 

therefore almost impossible to understand how a completely immersive situation 

(such as the real world) could lead to a sense of less presence. The environment 

selection model fares little better. In this model, one environment is selected from 

competing environments by the subject to feel present in. However, in the situations 

of inverse-presence presented by Timmins and Lombard (2005), there is usually only 

one environment available. The environment selection model predicts that at worst, a 

low immersion environment could be selected for presence, and in such a case, the 

presence experience would be low; but in its current form it cannot explain why a 

subject should experience a highly immersive environment which they have selected 

as a low presence experience. 

3.3.2 Three-pole model 

3.3.2.1 Description of the model 

This psychological model sees presence as moving in a space defined by three 

idealized poles (see Figure 3.3). These poles represent complete presence in a 

physical space, complete presence in a virtual space, and complete presence in a 

mental imagery space. The model contains no explicit notions of immersion or display 

technology. In fact, such concepts have been removed from the model for two 

reasons: 

 

1. Biocca argues that the inclusion of system and immersion variables is not 

relevant to explaining psychological states such as presence. The idea that 

immersion leads to presence (the ‘sensorimotor immersion assumption’ in 

Biocca’s terms) was dictated by engineering expediencies rather than 

psychological theory (Biocca, 2003). For researchers working with an 

engineering hammer, presence naturally seemed like an immersion nail. 

Biocca argues that a general model of presence for use in various media must 

reconsider the role of technology in presence, rather than assuming it as a 

necessary condition. 
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2. Presence must have existed before VEs, as the psychological mechanisms 

involved must be evolved (the 'evolutionary primacy' principle - Biocca, 

2003). The certain media lead to presence is an indication that something in 

those media capitalizes on particular aspects of cognition (as perceptual 

illusions do - Slater, 2002). It then follows that explanations of presence 

should be independent of media, and conversely, that any medium could 

potentially induce presence. It should therefore be the psychological 

mechanisms involved in presence which should take center stage in a presence 

theory, not the display (Biocca, 2003). 

 

The three-pole model is essentially an elaboration of the two-pole model. Each of the 

three poles (physical, virtual and mental imagery) represents stimulus sources which 

can lead to presence in that space. For example, attention focused on a display 

encoding a VE will lead to a high degree of presence. As with the environment 

selection model, having attention divided between poles leads to reduced presence. 

These stimulus sources dynamically change and possibly compete with each other, 

causing presence to be an oscillating phenomenon. Here an important difference 

exists between this model and the environment selection model: Biocca (2003) 

specifically allows the possibility that cues from the three sources could interact or be 

integrated into each other to form a coherent presence experience (as opposed to the 

environment selection model that sees the two stimulus sources always interfering 

with each other). 

 

The relative contribution of each pole to presence is controlled by two cognitive 

processes:  

 

1. Spatial attention: According environmental changes and task demands, 

attention will shift between the three poles during the experience. A loud 

noise, for instance, will demand attention to itself, which will change the 

relative contribution of the three poles; or a difficult spatial task may lead to 

attention being shifted towards mental imagery space during a portion of the 

experience.  
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Figure 3.3: The three-pole model. The subject’s experience is always located 

somewhere inside the green triangle; closer to the poles (real, virtual and mental 

imagery environments), the experience is undivided presence, while at the center 

is a divided presence experience. The experience moves dynamically in this space 

according to changes in spatial updating and spatial attention (tan arrows). 

 

2. Spatial updating: As the experience progresses, the subject’s model of the 

space and their relation to it is updated (Biocca, 2003). Such updates can lead 

to changes in the relative contribution of the three poles. This process is 

associated with bodily movement (either in terms of moving sensors within the 

space or affecting the space with the body), and as such is theorized to affect 

mostly shifts between the virtual and physical spaces.  

3.3.2.2 Presence in the model 

Presence is conceptualized as the processing of the cues from the three poles, with the 

weight of each pole being determined by spatial attention and spatial updating. 

Presence is thus a highly dynamic process, as the relative contributions change 
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constantly, making presence continuous rather than binary. Subjects who have a high 

contribution from one of the poles experience ‘undivided presence’, while those who 

find themselves in environments where more than one pole is making a significant 

contribution would be said to be experiencing ‘divided presence’. The undivided form 

of presence is considered to be ‘high presence’, while the divided form is considered 

to be ‘low presence’. This model therefore considers focused, exclusive attention on 

one set of cues as a fundamental requirement to presence. 

 

It is not clear how the transition happens between focusing on a stimulus set and 

presence in that set occurring. Although it is clear that focused attention is necessary, 

it is not obvious that it is sufficient. Strictly speaking, the three-pole model is not a 

model of presence per se, but rather a model of presence shifts. The model does not 

really need to explain how presence comes about in order to explain how subjects 

move from being present in a VE to being present in a real environment. If this is 

indeed the case, then presence exists as an ephemeral substance moved by the winds 

of spatial attention and spatial updating between the three poles. 

3.3.2.3 Summary of empirical evidence 

There has not been much empirical validation for this model. However, as it is an 

extension of the environment selection model, one can consider a certain subset of the 

evidence for that model as valid here. Specifically, all evidence which points to 

presence being a phenomenon which shifts continuously and dynamically between 

two cue sources can be applied, as can the subset of studies which finds evidence for 

the role of focused attention in presence (see the summary of the evidence for the 

environment selection model in 3.3.1.3 above for this work). 

 

The question of whether mental imagery spaces can lead to presence, and how this 

can lead to presence in other types of spaces was the subject of a study by Baños et al. 

(2005). Subjects were placed into either a VR condition, where they experienced a 

park using a desktop VR system, or an imagery condition, where they were asked to 

imagine the park. Both groups were measured using the SUS at the beginning, middle 

and end of the experience. Averaged over thee measurements, there was no difference 

in presence between the VR and imagery condition, supporting the three-pole model’s 

concept of presence in mental imagery spaces. However, when considering how 
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presence scores changed over time, then an effect became evident: the VR group 

scores increased over the experience, whereas the imagery group scores decreased 

(Baños et al., 2005). This suggests that while the model is correct about the existence 

of the third pole, it may not be equivalent to the other poles in terms of maintaining 

focus.  

 

There is some interesting indirect evidence for the importance of spatial updating on 

presence. Barfield and Hendrix (1995) had subjects perform a visual search task in a 

VE where the simulation update rate was manipulated. Subjects in the high refresh 

rate conditions reported more presence than those in the low refresh rate conditions. 

Spatial updating can account for this difference. As subjects move through the VE, 

they update their mental models of the space; however, if there is not timely feedback, 

then spatial updating would be inhibited, as the subject is placed in a moment of doubt 

as to the outcome of their input. Conversely, high update rates would give almost 

instantaneous feedback, allowing subjects to keep their mental models synchronized 

with the simulation. Another study which can be interpreted as evidence for the 

importance spatial updating is that by Slater et al. (1995c). In this study, subjects 

performed several spatial tasks either with or without shadows rendered in the VE. 

Subjects in the shadows condition reported higher presence than those without (Slater 

et al., 1995c). A shadow provides additional information about the environment (such 

as position of light sources, geometry of the surface on which the shadow falls, etc.) 

and the motion of objects relative to each other (Kersten et al., 1997). Shadows in the 

environment would therefore allow easier updating of the subject’s mental model by 

providing more information about changes in the space.  

3.3.2.4 Critical discussion of the model 

The stated purpose of this model is to deal with three particular problems in presence 

theory (the book, physical reality and dream state problems), and it does this very 

well. If one accepts that these are important problems for presence, then one can claim 

that the three-pole model is a useful evolution of the environment selection model. 

This model can thus claim almost all evidence which supports the environment 

selection model, and simultaneously explain Biocca’s three problems, which is an 

impressive feat. However, the model does have some weaknesses which are worth 

mentioning.  
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The first problem is shared with the two-pole model. Presence moves dynamically 

between three poles, such that the sum of the contributions of the poles is constant (or, 

stated differently, the three poles trade off against each other). This implies that there 

is a finite resource available for this process. However, the model does not state why 

such a limitation should exist, or what the limited resource is. One can infer that the 

limitation is tied to spatial attention and spatial updating. For instance, attention is 

known to be capacity limited (for example, see Baddeley, 1986). It would be useful if 

the model explicitly defined the limitation, as that would improve predictions of how 

spatial attention and spatial updating act to move the presence between the poles.   

 

As most presence models do, the three-pole model gives primacy to the role of 

attention in presence. However, this model places particular emphasis on spatial 

attention, and the selection of stimuli in terms of their position in space. It is true that 

the spatial origin of a stimulus can change the focus of attention (Vecera & Rizzo, 

2003), and that stimuli can be aggressively filtered out based on their spatial location 

(Hopf et al., 2006). However, attention can shift due to a number of low level factors 

such as stimulus intensity (Lu & Itti, 2006) as well as high level factors such as 

priming  (Maxfield, 1997). For example, breaks in presence, which are effectively  

rapid shifts between two of the poles, are often  triggered by changes in attention 

which arise from non-spatial sources (such as rendering errors or inconsistencies in 

the simulation - Slater & Steed, 2000). It seems then that the role of non-spatial 

attention may have been underestimated by the model. 

 

Another problem associated with emphasizing spatial attention lies in considering 

how presence in a physical space ends. The model defines the most intense presence 

experiences as occurring when subjects focus all their attention on a single pole As 

movement between the poles is partly determined by spatial attention, this implies that 

if a stimulus comes from an unexpected location, it will lead to presence being drawn 

away towards it. When a subject is using a VE, it is simple to define what an 

‘unexpected location’ is (outside of the experimental room, for example - Slater & 

Steed, 2000). However, as physical space, by definition, occupies all space, there can 

be no notion of an unexpected location for a stimulus to occur from. Consider this 

thought experiment: I am sitting, present in real a forest. A laptop is running 
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somewhere behind me without my being aware of it, which is showing a virtual 

office. Suddenly, a virtual telephone rings in the laptop – all I hear is a phone ring 

behind me. I am likely to think it is a real phone behind me, and on turning to look, be 

surprised to find it is a virtual phone. Now consider another situation: I am in the 

office, but watching a laptop showing a virtual forest. I hear a bird sing behind me. I 

am probably more likely to think that it is a real bird outside my office window than a 

virtual bird in the VE. Even though in both scenarios the stimulus comes from an 

unexpected location, and is of a type which is unexpected for the environment, it is 

likely easier for attention to shift away from the virtual space towards the real than 

vice-versa. This is partly because the primary expectation is that all stimuli come from 

the physical space; after all, attention (spatial or otherwise) exists is to direct 

cognition to some stimuli in the outside world in order to alert us to sudden changes in 

the environment which may represent danger or other interesting events (Sperber & 

Hirschfeld, 1999). The three-pole model however, posits that physical, virtual and 

mental imagery spaces as equally important in terms of attention, which may not be 

the case. 

 

The three pole structure of the model also raises some questions. It is clear that there 

is a set of cues from physical space which can lead to presence; Also, there is some 

evidence that a set of mental imagery cues that can produce presence (for example 

Baños et al., 2005). However, it is not entirely obvious that there exists such a distinct 

entity as a virtual space, comparable to either physical or imagery spaces. This returns 

to the problem of virtual stimuli. If a VE can only be processed after its existence has 

been inferred from stimuli originating in the physical space, then the physical space 

and the virtual space are not independent poles, as proposed by the model. 

3.3.2.5 How the model explains the five problems 

 

The book problem 

This model was constructed as an explicit solution to the book, physical reality and 

dream state problems, so it should be no surprise that these three problems are dealt 

with rather well. The book problem arises from the fact that subjects have presence 

experiences from low sensorimotor immersion environments. The solution exists in 

the mental imagery pole. Reading a book involves many cognitive processes 
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including the creation of mental models of the space described in the book. Spatial 

attention is drawn to these mental models, and spatial updating is performed on the 

models, which leads to presence being dawn towards the mental imagery pole. 

Provided spatial attention is not drawn away from the imagery space pole, and that the 

space is successfully updated, the subject can sustain their presence in the book. 

However, because reading involves a balance between attending to the mental 

imagery space created by the text, and to the visual task of reading, the presence 

experience will usually be in a zone of low-divided presence (Biocca, 2003). This 

explains why reading usually produces a less intense presence experience than more 

immersive media (Nunez & Blake, 2003b). 

 

The physical reality problem 

Essentially, this problem asks how subjects in the physical world (a high sensorimotor 

immersion experience) can sometimes not be present. Again, the solution comes from 

a shift from the physical space pole to the mental imagery pole. If spatial attention is 

shifted away from the physical space to the mental imagery space (by daydreaming, 

for instance), then presence in the physical space will diminish. In this model, all three 

poles are equivalent, so such a shift is consistent with the model. If some task is being 

performed in the physical space, then some attention will still be devoted to 

processing it, and the result will be a shift into a zone of low-divided presence 

(Biocca, 2003).  

The dream state problem 

The dream state problem is seen as an extreme form of the physical reality problem. 

In this case there is almost no input from physical or virtual sources, but a rich set of 

semi-random stimuli from activations sources in the subject’s brain (Hobson et al., 

2000). During a dream, brain activation of the parietal regions (which subserve spatial 

cognition) can lead to a coherent mental imagery model of some space (Hobson et al., 

2000). If this occurs, then this model can attract spatial attention to itself, and could  

potentially support spatial updating,  leading to presence (particularly if the special 

case of lucid dreaming turns out to be true - see LaBerge, 1980). Because there is 

almost no competing stimulation from any other sources, attention can be focused on 

the mental imagery space exclusively, and a high-undivided presence experience can 

occur.  
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The virtual stimuli problem 

This model is not able to deal with the virtual stimuli problem, due to the existence of 

the virtual space pole. The essence of the virtual stimuli problem is that there is no 

external distinction between stimuli which originate from the virtual source of interest 

and from other physical sources. Stimuli can only be inferred to have originated from 

a virtual source once they have been partly processed (Nunez, 2004a). This model 

guards itself partly form this problem by positing that the movement of presence 

between the poles is partly due to spatial attention. A subject experiencing a desktop 

VR system knows which stimuli arise from the virtual space and which arise from the 

physical space partly by virtue of their location in space – the virtual space stimuli 

arise from a particular rectangular region (the screen), and all other stimuli are from 

the physical space. However, this alone does not solve the problem – if for example, 

one of the pixels of the monitor were to become stuck on a particular colour (say red), 

then the stimulus of the sole red pixel would probably not be experienced as 

originating from the virtual space, but from the physical space. Spatial information 

alone is thus not enough to explain the distinction. The virtual space pole is thus not 

equivalent to the physical space pole or the mental imagery space pole, as these two 

poles provide stimuli directly (without the need inference), and the movement from 

the virtual pole to either of the other two cannot easily be explained by reference to 

shifts in spatial attention and spatial updating. 

 

The inverse presence problem 

In inverse presence, a real world phenomenon is experienced as if it were mediated or 

virtual. One would have to imagine a situation where attention and spatial updating 

are firmly focused on extreme end of the physical space pole, and yet the experience 

is as if focus were on the virtual space pole. This is a difficult phenomenon for this 

model to explain, as the model does not separate between the perception of presence 

and the source of the stimuli. The strong link between the source of the stimuli and the 

type of experience makes it almost impossible to explain inverse presence from this 

perspective. Also, the low cognitive level of this model (which works mostly in terms 

of perception and attention) makes it difficult to make use of other concepts such as 

memory and expectation based processing (as suggested by Timmins & Lombard, 

2005) to incorporate inverse presence without major revision. 
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3.3.3 The Focus, Locus, Sensus / Layers of presence models 

3.3.3.1 Description of the model 

This model was first proposed by Waterworth & Waterworth (2001), refined in 2003, 

and further developed by Riva, Waterworth and Waterworth (2004). The 2001/2003 

form of the model, called the Focus, Locus and Sensus (FLS) model, does not explain 

presence itself, but rather explains the experience of being, how this shifts between 

real and virtual worlds, and how subjects move from awareness to non-awareness of 

the external world. It proposes three orthogonal dimensions (see Figure 3.4 below): 

 

1. Focus: The two extremes of this dimension are presence and absence. 

Presence occurs when attention is focused on perceptual processing of the 

concrete world outside the self. If processing becomes abstract, then attention 

is turned inwards, and the subject becomes absent in the world (Waterworth & 

Waterworth, 2001). As attention is limited (Baddeley, 1986), there is an 

inherent and conscious trade-off between presence and absence along this 

dimension. A divided state is possible, and indeed occurs in most normal 

experiences (E. L. Waterworth & J. A. Waterworth, 2003; Waterworth & 

Waterworth, 2001). 

 

2. Locus: This dimension has the extremes of ‘real environment’ and ‘virtual 

environment’, but more specifically describes whether the subject experiences 

the environment directly, or mediated in some way. At the ‘real environment’ 

pole, the subject is directly embodied in the environment, while at the ‘virtual 

environment’ pole, the subject experiences the environment through an 

interface or some other set of hermeneutic relations (Waterworth & 

Waterworth, 2001). This pole captures the essence of Lombard & Ditton’s 

(1998) notion of presence as the illusion of non-mediation. At the ‘real 

environment’ pole, there is no mediation (or at least, no perception of 

mediation), while at the ‘virtual environment’ pole, the subject experiences 

obvious mediation. 
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Figure 3.4: The Focus Locus Sensus (FLS) model. The subject's experience is a 

dynamically moving point in the space defined by the three dimensions. 

 

 

3. Sensus: A novel aspect of this model is this dimension, which describes the 

subject’s level of physiological arousal of the subject, between the extremes of 

conscious and unconscious. This dimension interacts with the focus 

dimension, because when arousal is high, attention tends to be directed 

outward for tasks such as scanning for new stimuli (Kahneman, 1973) - novel 

stimuli lead sensus to shift towards consciousness, and attention is focused on 

those stimuli. As the subject habituates, sensus shifts towards 

unconsciousness, and attention is freed to attend to internal processes or other 

external stimuli. 

 

In this model, the position of the subject’s mental state relative to the three 

dimensions determines the character of their experience (Waterworth & Waterworth, 

2001). This state is dynamic, with shifts occurring due to a number of factors, which 

are not explicitly defined. However, the strong relationship between the focus and 
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sensus dimensions, for instance, suggests how a sudden change in external stimuli 

could shift a subject from an unconscious state of sensus, to a conscious state while 

simultaneously shifting locus. Also, because the locus dimension is defined in terms 

of abstract or perceptual processing, it is possible to imagine that a task which 

demands a high degree of abstract thought would lead a subject to being absent. 

 

The FLS model has been integrated into a complete psychological model, based on 

the notion that presence is strongly associated with consciousness (a conclusion also 

made by others such as Slater, 2002). In this Layers of Presence (LOP) model, 

presence functions on three separate but interactive levels of consciousness. At each 

level, presence is an evolved solution to some problem faced by the species during its 

evolutionary history (Riva et al., 2004). Each of the three levels of presence acts to 

regulate the organism or to initiate action in the world (Riva et al., 2004). The most 

fundamental problem which presence solves for an organism is distinguishing 

whether stimuli arise from inside itself, or from the environment (Waterworth & 

Waterworth, 2001); in humans, this sense has evolved to be significantly complex due 

the co-evolution of the mind, symbols and cultural artifacts (Riva & Waterworth, 

2003). This has allowed presence in mediated environments. 

 

The LOP model is defined largely in terms of neural activation patterns (no doubt 

derived from Damasio’s habit of speaking of consciousness in the same terms). 

However, these neural patterns are so generally defined that it is possible to use this 

model as a set of psychological abstractions without specific reference to the brain. 

The LOP model derives from Damasio’s (1999) concept of the self as having three 

layers, to argue that presence has three layers, each one corresponding to a layer of the 

self (see Figure 3.5): 

 

1. Proto self / proto-presence: This unconscious part of the self contains the 

immediate state of the subject, including the current state of the sensory 

organs, as well as the internal state of the individual. Proto-presence represents 

the degree to which the subject can connect with the world at the most basic 

level – simple perception-action coupling (Riva & Waterworth, 2003). To be 

proto-present is thus to be effectively engaging with the world. This allows the 

subject to differentiate between the self and the outside environment. 
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2. Core self / core-presence: The core self is a conscious construct which is 

continuously updated with by both sensory information and past experience. It 

contains the current understanding of the subject’s situation. The core self is 

highly dynamic, being constantly updated by changes in the external world 

(effectively implementing shifts in attention this way) and internal states such 

as mood and emotions (Riva & Waterworth, 2003). Core-presence is the 

outcome of focusing attention on a select subset of stimuli, to create a coherent 

mental picture of the current situation.   

 

 

 

Figure 3.5: The levels of presence (LOP) model. Each of Damasio's layers of 

consciousness relates to a layer of presence (center ovals), the level of abstraction 

each responds to, and the type of behaviour which results from engaging each 

(yellow boxes). Maximum presence arises when all three layers are 

simultaneously engaged with the world. 

 

3. Extended self / extended presence: This contains the most abstract processes, 

including invariants about the individual (such as biographical memory and 

personality). The extended self allows the individual to project their current 

state into the future, effectively making predictions and attributions not just 

about the individual, but about the environment also (Riva & Waterworth, 

2003). The extended self plans, sets goals and creates expectations. Extended 

presence comes about by comparing the internal state of the extended self 
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(goals, predictions, etc.) with the environment’s state to draw meaning from 

the individual’s actions in the world. The feedback loop of extended presence 

is associated with achieving goals and extracting meaning about the 

environment.  

 

3.3.3.2 Presence in the model 

The three layers of presence, as with Damasio’s three layers of the self, are not 

independent. They shift to respond to changes in the subject’s internal state and to the 

external state of the world, and under particular conditions can achieve a high degree 

of integration (Riva & Waterworth, 2003). This integration (which is termed ‘focused 

presence’) is understood by the LOP model in terms of the focus, locus and sensus 

dimensions of the older FLS model. In the LOP model, the focus dimension (which 

determines whether the subject is focused on the environment or on the self) 

represents the degree to which the three layers of presence are aligned towards 

experiencing an external situation. When all three layers are integrated in this way 

(particularly when core presence is highly integrated with extended presence), the 

result is high presence; when they are not integrated, the result is absence. Presence 

can respond momentarily to a change in the environment (as in a break in presence) 

because proto-presence is highly sensitive to internal/external changes, and exists in 

the immediate moment. A small change in the environment or emotions can therefore 

trigger a change which will reduce the integration between the three layers and thus 

reduce presence (Riva & Waterworth, 2003). The locus dimension represents where 

the subject is situated experientially – in the real environment or in a mediated 

environment. Media provide a high degree of extended presence, as they are content-

rich and abstract (E. L. Waterworth & J. A. Waterworth, 2003). Media, however, do 

not allow for direct perception-action coupling (they require an interface), and so 

proto-presence will not be engaged. The lack of integration between these levels 

means mediated environments will produce reduced presence when compared to real 

environments. Finally, the sensus dimension is related to the degree of arousal 

(Waterworth & Waterworth, 2001) which is passed from the proto-self (internal to the 

individual), through to the core and extended selves, allowing integration of the three 

layers and therefore high presence to occur more easily (Riva & Waterworth, 2003). 

Experiences which have a high degree of personal or emotional significance will 
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begin by arousing the extended self (which understands the world at the most abstract 

level), and transmit downward through the core and to the proto-self, again facilitating 

the integration of the three layers of presence (Riva & Waterworth, 2003). The LOP 

model is thus capable of predicting some content effects in presence.  

3.3.3.3 Summary of empirical evidence 

As these are recent models, not much empirical evidence exists. The available data 

nonetheless seem to provide general support for the models. Unlike the three-pole 

model (Biocca, 2003), one cannot simply take evidence for the environment selection 

model as evidence for FLS/LOP, as there is no simple mapping between these models. 

Nonetheless, Riva et al. (2004) suggest how the existing corpus of findings about the 

immersion-presence relationship can be explained by the LOP model. At the top-most 

level, technology plays a very small role, as extended presence is largely internal to 

the subject. It involves drawing meaning and having one’s predictions supported by 

the environment (Riva et al., 2004). However, as one moves downwards towards the 

core layer, immersion has a larger role to play.  The perceptually driven core self 

requires faster updates from the environment than the slower, conceptually heavy 

extended self. The VE must provide smooth, frequent updates to support core 

presence and allow its integration with the other two layers. Evidence for this comes 

from Meehan et al. (2002; , 2003) and Barfield and Hendrix (1995), who find that 

presence is related to update rate. Finally, extremely concrete proto-self canot operate 

with inputs which require decoding (Riva et al., 2004). Realistic, high fidelity images 

are therefore preferable to iconic ones. This is supported by the bulk of evidence in 

support of the two-pole model (see 3.3.1.3 above). 

 

The proto-self is also highly proprioceptive, so multi-sensory inputs which support 

proprioception will lead to the highest levels of proto-presence (Riva et al., 2004). 

The evidence for this claim is also fairly clear – systems which use head tracking 

seem to produce higher presence (Bystrom & Barfield, 1999; Hendrix & Barfield, 

1996a), as do systems which include haptic feedback (Meehan et al., 2002; Sallnäs, 

1999), and those which have interfaces that involve real reaching or other body 

movements (Schubert et al., 2002; Slater et al., 1995c). There is also evidence that 

physiological arousal (the sensus dimension of the proto-self) affects presence – 

Meehan et al. (2002) and Dillon et al. (2001) found that at least with for stressful and 



3 – A critical review of current models 

85 

exciting VEs, change in heart rate correlates well with  presence. Finally, in terms of 

extended presence, Riva et al.’s prediction is that non-immersive media will elicit 

lower presence than immersive media. Nunez and Blake (2003c) found that text-based 

VEs produce consistently lower SUS and PQ scores than desktop-based VEs; similar 

findings were reported by Lombard et al., who found a difference in the expected 

direction between viewers of IMAX cinema, and viewers of small screen, black and 

white television (Lombard et al., 2000a). Almost all these findings were published 

while the FLS and LOP models were under development, which makes this mostly 

post-hoc evidence, and does not suggest that FLS/LOP is any more powerful than the 

two-pole or environment selection models. Nonetheless, the theory’s capacity to hold 

such diverse findings under a coherent framework is impressive. Two substantial tests 

of the FLS model have been published by Waterworth and Waterworth with 

colleagues (2003a; 2002). 

 

The first of these (Waterworth et al., 2002) describes observations of an interactive 

theater production evaluated in terms of the FLS model. The production (Incarnation 

of a Divine Being) was staged in a shared virtual space, with a chorus and chorus 

leader at one location, and the other actors (who are in fact also audience members) at 

different locations, such that most of the contact between participants was virtual. The 

piece was not scripted, but driven by the chorus and chorus leader who acted not only 

to drive the play, but also to elicit and mange the action and interactivity of the piece 

(Waterworth et al., 2002). The VE allowed the participants (actors) to interact in the 

space by means of  body-tracking in a stereopsis enabled large display (Waterworth et 

al., 2002). The results of the experience were mixed, but give insight into FLS model. 

The chorus leader (a confederate of the researchers) had the greatest impact on 

subjects’ experiences; many expressed surprise at the degree of their involvement. 

Most subjects begun the experience feeling anxious about taking part in such a public 

exercise, but this was replaced by a loss of self-consciousness as they began to 

interact in the experience (Waterworth et al., 2002). In terms of the FLS model, the 

chorus leader increases the degree of focus, as his interactions demand the attention of 

the players, preventing outside stimuli from interfering in the experience. It also 

seems that participants experience a high degree of locus - they seem to have become 

part of the virtual performing group and situation, as evidenced by their loss of self-

consciousness. This loss of self-consciousness also indicates a high degree of sensus, 
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as subjects lost awareness of their own internal mental states. Although the 

importance of the chorus leader to the experience can be explained by other presence 

models, the loss of self-consciousness is more difficult for other models to address. 

The three-pole model has a strong emphasis on perceptual processing systems, which 

makes it difficult to explain changes in mental states; similarly, the two-pole model 

cannot explain the finding, except by reference to an ‘acting as-if’ explanation (Slater, 

2003b), which essentially homunculizes the problem away rather than addressing it 

satisfactorily. 

 

The second study which examines the FLS model directly (and the LOP indirectly) 

examined changes in presence and the estimation of time during two virtual 

experiences – one a field study, the other a laboratory study (J. A. Waterworth & E. L. 

Waterworth, 2003a). In keeping with the artistic sensibility generally found in the 

work of Waterworth and Waterworth, the VE used was unusually creative and 

designed to elicit a novel experience rather than to allow some particular task or 

practical purpose. The interactive tent is a low plexiglass half-tube, similar to a small 

tent, in which subjects lie and view back-projected images on the tent’s surface. The 

tent also has a stereo sound system, with speakers on each side of the subject’s head, 

and a subwoofer unit (J. A. Waterworth & E. L. Waterworth, 2003a). The subject can 

interact with the tent by shifting position and posture.  

 

In the field study, the tent was used in an interactive art installation, the Illusion of 

Being. Subjects could control the form of the experience by moving their heads; left-

right movements changed the experience from real to virtual (by shifting images and 

sounds from a realistic, filmed stream to an artificially generated stream) and up-down 

movements changed the experience from abstract to concrete (by shifting from images 

and sounds to written text and spoken words describing the scenes). The subject could 

therefore interactively select between four experiences (real/concrete, real/abstract, 

virtual/concrete and virtual/abstract). The content of the experience was constant (J. 

A. Waterworth & E. L. Waterworth, 2003a). Members of the public experienced the 

tent with no instructions or information given. After a seven minute experience, each 

subject was interviewed about their experience (J. A. Waterworth & E. L. 

Waterworth, 2003a). Most subjects did not realize the display changes were triggered 

by their head movements (many thought it was by means of measuring brain activity). 
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Most subjects reported changes in psychological state in response to changes in the 

form of the display, although with significant variation between subjects (J. A. 

Waterworth & E. L. Waterworth, 2003a). In general, subjects had a stronger sense of 

space during the concrete streams, and were more confused by the virtual streams. 

When asked how long the experience had lasted, almost all subjects underestimated 

the duration of their experience. Waterworth & Waterworth (2003a) conclude that the 

manipulation of abstractness and locus of the media form affects the character of the 

experience, as predicted by the FLS model.  

 

To test these notions arising from the field study, Illusion of Being was adjusted for 

use in a laboratory study, which aimed to evaluate the effects of the experience on 

subjects’ perceived duration of the experience. The subjective duration of an 

experience is related to how much mental work is done during that time: periods of 

high workload are experienced as longer, and periods of low workload are 

experienced as shorter (Waterworth & Waterworth, 2001; J. A. Waterworth & E. L. 

Waterworth, 2003a). The FLS model can explain this phenomenon. Experiences 

based on concrete stimuli (such as film) require less processing to decode, and 

because time estimation itself requires mental work, subjects to perceive them as 

taking longer. Conversely, experiences based on abstract stimuli (such as speech) will 

require more work to process, and will therefore be experienced as shorter. Because 

concrete experiences capture more focus, lead to a locus outside the body, and are 

more likely to stimulate sensus, they are more likely to lead to a focused presence 

experience (Waterworth & Waterworth, 2001). Concreteness is therefore predicted to 

correlate with both focused presence and length of time estimated. Time estimation 

can thus be used as an estimator of focused presence (J. A. Waterworth & E. L. 

Waterworth, 2003a). 

 

The study used the same interactive tent, with the same four display streams, although 

subjects did not have control over which stream they experienced. Sixteen subjects 

experienced all four display stream, and were instructed to focus on the display rather 

than on estimating time. After each clips, subjects estimated the duration of the clip (J. 

A. Waterworth & E. L. Waterworth, 2003a). The subject’s sense of presence during 

each clip was measured using eight items from the IPQ. Repetition effects were 

minimized by using a Latin squares design (J. A. Waterworth & E. L. Waterworth, 
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2003a). The IPQ scores largely matched the FLS model predictions. The concrete 

stream lead to more presence than the abstract stream, and the realistic stimuli lead to 

more presence than the artificial images. These findings are of course also predicted 

by the two-pole and three-pole models (as concrete and real images are essentially 

higher fidelity stimuli). The time estimation data were not as clear. Contrary to FLS 

predictions, there was no effect of media stream on time estimation. Regression 

analyses predicting time estimate from presence scores did show an effect, but only 

for one out of the four streams (the virtual/abstract stream). Waterworth & 

Waterworth (2003a) argue that the general direction of correlation in the other three 

streams suggest that the effect is general, although small. It may be that the small 

sample used reduced power and prevented the discovery of this small effect. As they 

stand the data do not support the notion that there is a relationship between estimates 

of experience duration and presence. Given that the one significant finding occurred 

in the case where some mental work was required to decode the content (the 

virtual/abstract stream), it could be that the relationship between mental workload and 

estimation is not linear, such that realistic environments require only a trivial amount 

of work to decode; or more likely, the decoding of realistic environments is handed 

off to specialized cognitive modules (Fodor, 1983), so that in effect ample mental 

effort is available for time estimation (Baddeley, 1986). Further work is required to 

resolve this issue, but as the FLS model stands, it cannot predict this lack of effect. 

The most convincing finding from this study in terms of the FLS model is the large 

degree of variability in presence scores, especially given that the tent experience was 

constant across all subjects. This variability may suggest that individual factors play 

an important role in the experience. However, given the small sample, it is possible 

that the variability is simple measurement error or other design artifact, and with a 

larger replication the effect may disappear. 

3.3.3.4 Critical discussion of the model 

An innovation of the FLS model is the inclusion of the sensus dimension, which 

provides an explicit role for physiological arousal in presence. This is important in the 

light of studies such as that of Meehan et al. (2002), which show that at in highly 

arousing VEs, presence varies with arousal. Also, the sensus dimension is useful in 

modeling the changes in arousal originating from shifts in attention, or from the 

arrival of a new stimulus into the perceptual field (Waterworth & Waterworth, 2001). 
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It is interesting that when FLS was developed into LOP, the sensus dimension was not 

explicitly converted into an emotion dimension, given that one of the major forces 

driving core presence is mood and emotion (Riva & Waterworth, 2003). Emotion 

cannot easily be modeled using arousal (high arousal could indicate anxiety or 

happiness, for example). It would be a logical step to explicitly include emotion in the 

LOP model rather than as a secondary force behind arousal. As the models currently 

stand, it is difficult to understand the exact contribution of sensus and arousal to the 

LOP model.  

 

One way to understand the FLS model (and by implication much of the LOP model) 

is as an extension of the three-pole model. As Waterworth and Waterworth (2003b) 

point out, the locus dimension maps onto Biocca’s physical/virtual axis, while the 

focus dimension maps onto the internal imagery/external stimuli axis. Waterworth and 

Waterworth (2003b) argue that the FLS model is more perceptual than the three-pole 

model, because the mental imagery pole requires conceptual processing. This 

argument is not convincing, because the processing involved in the mental imagery 

pole still involves manipulation of cognitive maps and perceptual representations of 

objects rather than abstract concepts. This becomes clear if one examines the 

underlying neural activation in direct perception as opposed to visual imagination. In 

functional MRI imaging studies comparing perception tasks to mental imagery tasks, 

several significant areas of the visual cortex activate in both tasks, and more 

importantly, similar shifts in activation occur when subjects change their mental 

images and when stimulus images are changed (Ganis et al., 2004; Kosslyn & 

Thompson, 2003; Tong, 2002). Also, simultaneously giving a subject mental imagery 

and a perception tasks often leads to interference between the tasks, indicating that 

perception and mental imagery are functionally highly similar (Craver-Lemley & 

Reeves, 1992). This suggests that the three-pole model overwhelmingly emphasizes 

perceptual processing, while the FLS model, with its inclusion of the subject’s body 

state in the sensus dimension takes a broader view. It is therefore expected that the 

FLS model would have more explanatory power than the three-pole model. This is 

supported somewhat by the results of Waterworth & Waterworth (2003a) discussed in 

3.3.3.3 above, but the small sample size of that study limits its evidentiary weight.  
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A final criticism of this model is in terms of its measurement. Presence measurement 

is well-known to be a difficult problem (Nunez & Blake, 2003d; Singer & Witmer, 

1999; Slater, 1999), and Waterworth and Waterworth recognize that this by taking a 

strong position that presence should be measured by objective means rather than by 

self report (J. A. Waterworth & E. L. Waterworth, 2003b). They suggest two methods 

of measuring presence (brain imaging and the time-estimate technique discussed in 

3.3.3.3 above), which may indeed turn out to be valid and reliable measures. 

However, these suggestions raise serious complications for the FLS and LOP models, 

as each of these measures confound all dimensions and layers of presence into a 

single estimate. Given that the elements of the FLS and LOP models are internal to 

the psychology of the subject, they are quite difficult to manipulate. Using only one 

overall measure of presence (such as time estimation) it becomes quite difficult to 

validate the relative importance of each dimension or layer, and even harder to tease 

out the interactions between them. An ideal situation would include a measure of each 

of the three dimensions of the FLS model (or each layer of the LOP model), such that 

these can be isolated in studies. However, Waterworth and Waterworth do not offer a 

suggestion as to how this might be done; the specific validation of their models thus 

remains a fairly tricky proposition. 

 

3.3.3.5 How the model explains the five problems 

 

The book problem 

Waterworth & Waterworth (2003b) explicitly state that the book problem is in fact 

incorrectly specified; it is not actually a problem. They argue that reading does not 

engage the senses, so the experience is not presence, but “almost as if” presence. 

They argue that the experience of reading is primarily engagement. This distinction 

recalls the four factor structure of the ITC-SOPI, TPI and PQ questionnaires (Lessiter 

et al., 2001; Lombard & Ditton, 2004; Witmer et al., 2005), which also separate 

spatial presence from engagement. However, as Lessiter et al. point out, these two 

factors are in most studies highly correlated (Lessiter et al., 2001). This would seem 

to imply that the distinction, although theoretically quite clear, may not be so clean 

when one examines the data. Nonetheless, the FLS and LOP models are in fact 

capable of explaining the book problem. A book can engage the extended self quite 



3 – A critical review of current models 

91 

effectively (as the reader can relate the text to their own experiences and predict how 

the story will develop), as well as the core self to some degree (the internal mental 

model created by reading the book will give the reader an idea of the present moment 

in the book in terms of spatial layout and states of the characters). However, a book 

will not engage the proto-self very effectively, as the story world exists only as mental 

representations which are internal to the reader. The outcome of this experience will 

therefore not be a particularly focused presence experience. The FLS and LOP models 

therefore are capable of explaining how books can lead to presence, and why they 

generally lead to less presence than immersive media, effectively solving the book 

problem. 

 

The physical reality problem 

The FLS model can explain the physical reality problem in terms of focus. The 

‘absence’ extreme of the focus dimension describes the physical reality problem 

exactly. A subject who is close to absence on this dimension will not reach focused 

presence, regardless of their position on the other two dimensions. This carries 

through into the LOP model in the proto-self. A subject who is focused on internal 

processes will not achieve presence, regardless of the state of the other two layers of 

the self, as they will not be receiving input from the external environment. 

 

The dream state problem 

The FLS and LOP models are well able to deal with this phenomenon. In a dream, the 

locus and sensus dimensions are highly engaged (the dreamer experiences the 

imagined world directly, in a highly perceptual experience, and dreams are often 

extremely physiologically arousing). The focus dimension is also partly engaged, as 

dreams, although quite strange, are largely concrete. From the LOP perspective, all 

three layers of the self are engaged, with perhaps only the proto-self being under 

stimulated due to the disconnection of the motor system (E. L. Waterworth & J. A. 

Waterworth, 2003). A convergence of the three dimensions and three layers of the self 

is therefore possible, which predicts a high sense of presence for dreams. 

 

The virtual stimuli problem 

The locus dimension of the FLS model allows it to overcome the virtual stimuli 

problem in an elegant way. Rather than make a distinction between real and virtual 
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environments (as the two-pole and three-pole models do), the FLS model makes the 

distinction between embodied environments and environments where action is 

mediated by hermeneutic relations, removing the need for more than one sensory 

information source outside the subject. The solution poses a few problems, however. 

Although the locus dimension explains embodied interactions well, it is not clear how 

it explains mediated interactions. For example, if a subject is sitting in front of two 

televisions (both mediated experiences), the subject can be more present in one than 

the other, and one can selectively switch between them (or be jerked from one to 

another by breaks in presence). The locus dimension does not explain such situations 

because it only recognizes switches between mediated and non-mediated spaces (as 

indeed do the two-pole and three-pole models). To completely overcome this 

problem, the model would need to explain how it is that from a single set of external 

stimuli, one can extract information to be present in many different places.  

  

The inverse presence problem 

The FLS and LOP models are able to explain this problem more fully than the two-

pole and three-pole models, although they still do not provide a satisfactory 

explanation to this difficult problem. To explain inverse presence from a FLS or LOP 

perspective, one might begin by arguing that inverse presence occurs due to a lack of 

focused presence during a real-world situation; this may explain why subjects who 

experience inverse presence do not feel as if they are going through a normal presence 

experience. Working backwards, we would then assume that at least one of the three 

dimensions or layers of presence was not aligned with the others. Given that inverse 

presence is often associated with high anxiety or other physiological arousal 

(Timmins & Lombard, 2005), one would assume that the proto-self would be 

bombarded by demands to attend to the internal state of the organism, and similarly 

the focus dimension would be at the internal extreme. This might explain, from the 

FLS/LOPS perspective, high arousal situations lead to low levels of focused presence 

(even in a real environment). This fails to explain one essential aspect of the inverse 

presence, however – that the situation is experienced as mediated, to the degree that 

often the best explanation given by subjects is that it is like a movie or a television 

news report (Timmins & Lombard, 2005), and not like any other of a myriad forms of 

non-presence (such as daydreaming or plain absence). To explain this key aspect, one 

would require an associative link between the content of such experiences and the 
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sense of mediation associated with such events. For example, one might expand 

Timmins and Lombard’s (2005) memory based argument for the phenomenon to 

hypothesize that having experienced such events only through television, the 

subjective experience of mediation becomes associated with that type of content. 

When that content is encountered in the real world, the content becomes a retrieval 

cue for the subjective experience of mediation. However, no such mechanisms exist in 

the FLS or LOP models, essentially because the only type of learning or adjustment 

which they model is evolutionary. Neither the subject’s previous experiences nor their 

media consumption history has been included in the model, and so such experiences 

are difficult to model.  

3.3.4 The Measures, Effects, Conditions (MEC) model (Wirth et al., 2007) 

3.3.4.1 Description of the model 

This recent model is largely cognitive, but includes some media and personality  

factors also. Presence occurs due to two processes: the construction of a spatial 

situation model, and the subsequent acceptance of that model as a viable hypothesis 

for interaction. (Wirth et al., 2007). 

 

The spatial situation model (SSM) 

The SSM is a necessary condition for presence, and is therefore central to the MEC 

model. An SSM is  described by Wirth et al. (2007) as a mental model of the space, 

with the following general properties: 

 

1. Completeness – much a like a memory schema (Rumelhart & Ortony, 

1977), the SSM is always complete, even at the earliest stages of exploring a 

new space (Wirth et al., 2007), and develops more detail with exploration. 

Regardless of its detail, the SSM can be queried with a reasonable result 

(“reasonable” here is defined in terms of previous experience). On entering a 

new VE, a user’s SSM of that apartment would be expectation heavy, based 

more on expectation than perceptual data. This allows even fragmented, 

incomplete sensory information to lead to a complete SSM. It is not stated 

whether semantic knowledge can make a contribution to the construction of an 

SSM equal to that of direct previous experience. 
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2. Experiential coherence – SSMs are derived from a combination of 

experiential knowledge and sensory information. They are therefore always 

coherent in terms of these two information sources (Wirth et al., 2007). If 

sensory information arrives which significantly contradicts some experiential 

datum, the SSM is restructured to reduce the incoherence. This restructuring 

may be a slight change, or it may lead to the scrapping of the SSM to be 

replaced by an entirely new one. 

 

3. Idiosyncrasy – As SSMs rely heavily on previous experience (Wirth et al., 

2007),  it follows that they are highly personal to the subject. Although there 

will be commonality in SSMs constructed by different subjects (particularly 

for physical features such as size, colour, etc.), there will also be variation. 

Here a slight contradiction exists in the SSM concept – although they are 

defined as being idiosyncratic in this way, SSMs are also referred to as being 

more or less accurate than other SSMs (Wirth et al., 2007). Given that SSMs 

are not an objective representation of a space, but a subject-centric 

representation of a space, it is not clear what accuracy of the SSM means, or 

what value there is in considering the objective mapping between the space 

and the SSM. 

 

Phase I: Construction of the SSM 

According to the MEC model, the first process in presence is the construction of an 

SSM. The first requirement for SSM construction is a subject’s attention focused on 

the medium and its content (see Figure 3.6).  

 

The MEC model is unusually sophisticated in its treatment of attention allocation, 

proposing two attention paths (Wirth et al., 2007): 

 

1. Automatic attention allocation – physical properties of the medium (loudness, 

brightness, etc) as well as unexpected or intense changes in the medium can 

lead to an orienting response, shifting attention to the medium (Posner, 1980). 

Because orienting responses occur quickly, they do not involve deep 

processing of the stimuli. Only physical features such as intensity and relative 
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position (and not content-related features) are likely to be processed (Posner & 

DiGirolamo, 1998). This is in line with the two-pole model which proposes 

that stimuli richness and multimodality are most important in eliciting 

presence (Slater et al., 1994; Steuer, 1992). Of course, eliciting an orienting 

response alone cannot lead to sustained attention on the mediated 

environment. The stimuli must also support sustained attention by being at the 

very least comprehensible and moderately arousing (Posner & DiGirolamo, 

1998). This agrees with Waterworth & Waterworth’s (2001) notion of the 

importance of sensus (physical arousal) in presence. 

 

 

Figure 3.6: The first phase of the MEC model (SSM construction). Attention is 

allocated and a coherent model of the space is derived; both media factors (green 

boxes) and individual factors (blue boxes) affect this process. 

 

2. Controlled attention path – to reflect the importance of motivation on 

ttention allocation (Bendiksby & Platt, 2006), the MEC model proposes 

several factors which explain the maintenance of attention on the medium. 

First of these is domain specific interest (DSI - Wirth et al., 2007). DSI 

reflects subjects’ increased motivation to attend to particular stimuli according 
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to their semantic content. Subjects who have their DSI engaged by a medium 

will find the medium interesting, and therefore willingly focus their attention 

on it. Apart from DSI, a number of other less significant factors affect the 

controlled allocation of attention, including fatigue, age, gender and emotional 

states (Wirth et al., 2007).  

 

These two attention allocation paths interact during processing. The form of the 

medium might elicit an orienting response, which would temporarily attract attention; 

then, based on the content of the medium, DSI and other factors might engage 

attention further. If during the experience a distracter competes for attention, form 

factors of the medium might allow for attention for remain focused. The degree to 

which each path contributes varies according to the medium being processed (Wirth et 

al., 2007). For immersive media, the automatic path would be very active by virtue of 

the rich stimulus stream and lack of distracters; whereas for non-immersive media 

(such as books), the controlled attention stream would be most active, to compensate 

for the lack of stimuli which can produce orienting responses or ward off distracters.  

 

Once attention is focused on the medium, an SSM will form automatically provided 

the medium represents a space. This process is moderated by two sets of factors 

(Wirth et al., 2007): 

 

1. Spatial cues and media factors – Spatial cues encoded in the medium are 

the most fundamental contributors to the construction of the SSM (Wirth et 

al., 2007). This includes static cues (texture gradients, occlusion, spatial audio, 

etc.) and dynamic cues (motion parallax, stereopsis, Doppler shift, etc.). More 

cues lead to a more accurate SSM, although the term “accurate” in this context 

is not defined. These spatial cues must be presented in a coherent way (for 

example, with sound and visuals synchronized – Wirth et al., 2007) in order 

for SSM construction to occur. Coherence is defined in terms of the subject’s 

spatial knowledge of such environments (that is, the spatial cues should not 

obviously violate the subject’s expectations for the environment). If one 

applies this discussion to media forms, it follows that strongly multi-modal, 

high fidelity systems will more easily allow for the construction of accurate 
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SSMs by the subject (a prediction which is largely in line with the two-pole 

and three-pole models).  

 

2. Spatial imagery and person related factors –In order for an accurate SSM to 

be constructed from the available cues, the subject must have the ability to 

exploit the cues and cognitively process them (Wirth et al., 2007). The best 

predictor of this ability is the subject’s level of spatial visual imagery (SVI). 

High SVI subjects are better able to extrapolate cognitive structures from 

available perceptual data, even in the face of missing sensory information 

(Hegarty et al, 2002 in Wirth et al., 2007). Interestingly, SVI has been linked 

to the ability to use metaphorical language (Tsur, 2002) and to the 

comprehension of poetical structure (Tsur & Benari, 2002). This may open an 

avenue for explaining the unexpected success of books at producing presence, 

and predicts a relationship between processing immersive and non-immersive 

media (Biocca, 2003).  

 

Phase II: Selecting an ERF to be the PERF 

Another important structure in the MEC model is the ego reference frame (ERF). 

ERFs are derived from SSMs, but encode a first-person perspective of the space 

defined by the SSM (Wirth et al., 2007). ERFs are constantly updated as the subject 

moves through the space, and allows the subject to navigate or initiate action in the 

space (Franklin & Tversky, 1990). As ERFs are created during interactions with 

mediated spaces (Schneider et al., 2004), Wirth et al. argue that it is therefore likely 

that subjects can maintain multiple ERFs (for example, one for the real world, and one 

for the mediated environment - Wirth et al., 2007). Subjects will tend to switch to the 

ERF which is consonant with stream of stimuli which they are attending to, in order to 

reduce the resources required to process the environment (Wirth et al., 2007). This 

stimulus-congruent ERF can be regarded as the primary ERF (PERF - Wirth et al., 

2007). When the SSM of the mediated environment is encoded as an ERF, and that 

ERF becomes primary, the subject experiences presence in the mediated environment 

(see Figure 3.7).  
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Figure 3.7: The second phase of the MEC model. Perceptual hypotheses are 

tested to select one ERF as primary, based on media factors and subject traits. 

 

How one particular ERF becomes primary is explained by Wirth et al. by means of a 

hypothesis selection mechanism, based on the perceptual hypotheses theory of Lilli 

(Lilli, 1997; Lilli & Frey, 1993 in Wirth et al., 2007). A perceiver always entertains 

multiple hypotheses about the scene, and perceptual information is used as evidence 

to confirm or disconfirm these hypotheses. The hypothesis with the most evidence is 

taken as true, and the perceiver behaves accordingly. As the perceptual information 

changes, new hypotheses may be formulated, and a different hypothesis may be 

selected as true. 

 

Under this theory, it is easier to activate a hypothesis (prove it) than to deactivate it 

(disprove it). Hypotheses can be activated top-down (that is, by semantic priming and 

expectation) as well as bottom up (by perceptual data), although it is not clear what 

the relative contribution of each of these processes is. In the MEC model, presence 

defined as the state when the hypothesis “the mediated environment ERF is the 

PERF” is true (Wirth et al., 2007). When enough evidence supports this hypothesis, 

and there is not an exceeding amount of contradictory evidence (as might occur 

during a break in presence - Slater & Steed, 2000), the hypothesis will be taken as 
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true, and presence will occur. During hypothesis selection, the SSM is taken as a 

source of supporting evidence. A well defined, detailed SSM will support the 

hypothesis effectively, while a weak SSM (one which is consists mostly of conceptual 

information and is constantly contradicted by perceptual information) will not support 

for the hypothesis. These notions seem to be a more explicitly developed form of the 

environment selection model presented in 3.3.1.1 above (Slater, 2002; Slater & Steed, 

2000), but the lack of reference to Slater’s work in Wirth et al.’s paper and vice-versa 

suggests that the ideas were developed in parallel.  

 

The hypothesis testing process is not entirely automatic. Two individual factors 

moderate the process at an abstract level: involvement with the medium content, and 

the suspension of disbelief by the subject. The MEC model sees involvement as non-

critical acceptance of information from the mediated environment, which is strongly 

associated with the subject’s motivation (Wirth et al., 2007). Involvement has 

cognitive consequences (e.g. directing attention towards the medium or elaborating 

the stimuli to give them meaning), affective consequences (e.g. changes in mood or 

attitude towards the content) and behavioral consequences (e.g. selecting a particular 

action). As involvement is largely dependent on the content of the medium, it would 

seem that there is a weak relationship between involvement and spatial presence (as 

was argued by Slater, 2003a). Wirth et al. agree with Slater that involvement is not 

necessary for presence, but it can, under very particular situations, facilitate spatial 

presence for two reasons. First, a highly involved subject (who is highly motivated to 

experience presence) can lead to a subject willingly activate the ERF and therefore 

increase the probability of experiencing presence (Wirth et al., 2007); second, highly 

involved subjects will automatically allocate more resources to processing the 

medium, which will leave less resources for processing competing stimuli. Less 

competing evidence means a higher probability that the appropriate ERF hypothesis 

will be selected and presence will result (Wirth et al., 2007).  

 

Suspension of disbelief is the term used by Wirth et al. for conscious strategies used to 

elicit or improve presence experiences. Suspension of disbelief is independent of 

involvement (Wirth et al., 2007), although it seems to follow that it would be more 

effective if used by a highly involved subject. Wirth et al. see three components to 

suspension of disbelief: disabling the processing of contradictory or distracting 
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stimuli; actively suppressing those contradictory stimuli which enter consciousness; 

and re-interpreting those stimuli which could not be suppressed as evidence in favour 

of the appropriate PERF hypothesis (Wirth et al., 2007). 

3.3.4.2 Presence in the model 

As with the other models described, presence in the MEC model is a particular model 

state which arises under particular circumstances: when an SSM of the mediated 

space has been formed, and the hypothesis that the ERF encoding that SSM is the 

primary ERF is selected by the subject (Wirth et al., 2007). Presence is a potentially 

fragile state, which can be interrupted by competing stimuli (as the PERF hypothesis 

could be selected out – Wirth et al., 2007). A novel contribution of this model is the 

precise way in which it defines presence, which is possible due to the fact that this 

model limits itself to explaining spatial presence. The model does not include notions 

of presence as naturalness, or as engagement with the content, as suggested by 

Lessiter et al. (2001) and Lombard et al. (2000). It should however be noted that the 

relationship between involvement and spatial presence is indeed thoroughly discussed 

by Wirth et al. (2007).  

3.3.4.3 Summary of empirical evidence 

Although the MEC model is recent (published late in 2007), a significant amount of 

evidence exists suggesting its validity. Some pre-existing published work can be taken 

as evidence for the model, as in many ways this model expands the environment 

selection model by suggesting that subjects have at least two conflicting sets of 

stimuli, from which they select one in which to become present; and that a VE’s 

fidelity, multimodality and the capacity to attract and hold attention predict presence 

(Slater, 2002; Wirth et al., 2007). The MEC model also emphasizes the importance of 

consistency across stimuli. Evidence for this comes from Vinayagamoorthy et al. 

(2004), who simultaneously manipulated two aspects of scene realism: fidelity of 

characters in the scene, and fidelity of textures in the environment. The lowest 

presence scores were found when high fidelity characters were placed in the low 

fidelity scene. This suggests, as predicted by the MEC model, that presence is 

moderated by the fit between scene elements.  
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A few recent key studies have been carried out to test hypotheses which are specific to 

the MEC model. The first was a small study (n=26) by Gysbers et al. (2004), looking 

at the effect of number of spatial cues embedded in a text description of a space on 

both vividness of the SSM and spatial presence. Subjects read one of three passages 

describing a space: the first one contained a few spatial cues, the second contained 

many spatial cues, and the third contained many spatial cues plus instructions to 

imagine the space. The results showed, as predicted, that SSM vividness was related 

to number of spatial cues. The presence data, however, were inverted: more cues led 

to lower spatial presence. The authors interpreted this correctly to mean that SSM 

vividness is not a simple predictor of spatial presence. A close examination of the 

MEC model shows that SSM vividness is related only to the first phase. Presence will 

only occur if the SSM makes it into the PERF, which requires enough perceptual 

evidence support that hypothesis. It is likely that more spatial cues in the text reduces 

the evidence for that hypothesis, as more spatial cues in the text increases the 

probability of having perceptual contradictions (this is only plausible for text based 

environments, where the information is conceptual rather than perceptual). The study 

well demonstrates the complexity of the relationship between spatial cues, SSMs and 

presence (which one might argue justifies the complexity of the MEC model itself). 

 

Evidence to support the distinction between the formation of an ERF from the SSM 

and the adoption of this ERF as PERF comes from the studies used to validate the 

MEC spatial presence questionnaire (MEC-SPQ) (Böcking et al., 2004). 291 subjects 

under various media conditions completed an early version of the MEC-SPQ. A factor 

analysis revealed a reasonably strong three factor structure (explaining a little more 

than half of the total variance). The three factors were named by Böcking et al. as 

self-location, possible actions, and cognitive involvement. These three factors 

represent more the abstract factors in the MEC model: self-location is a measure of 

how an SSM becomes an ERF, possible actions measures the degree to which the 

mediated environment is taken on as the PERF (provided one accepts that any action 

is only possible if one positions oneself, hypothetically at least, in that environment), 

and cognitive involvement measures executive control over the adoption of the SSM 

as PERF. Although the use of factor analysis in presence theory has been criticized as 

a means of deriving theory (Waller & Bachmann, 2006), it should be noted that in this 

case the factor analysis was used not as an exploratory tool, but as a confirmatory 
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technique (a preliminary version of the MEC model had already been published 

before this validation study; see Vorderer et al., 2003). 

 

An interesting feature of the MEC model is its fairly detailed account of the role of 

subject traits on presence. Noted that although the studies on the effect of personality 

variables on presence provide general support for the MEC model, they also support 

(although far less specifically), the LOP model. This is because the LOP model 

proposes that presence arises as a function of the layers of the self (Riva & 

Waterworth, 2003), which are presumably related to personality variables. 

Nonetheless, these studies provide stronger support for the MEC model than for the 

LOP model as the MEC model makes more specific predictions about these variables. 

One such study by Laarni et al. (2004) found that, as predicted by the MEC model, 

personality variables do have consistent effects on spatial presence. In particular self-

forgetfulness had a noticeable effect. Self-forgetfulness is associated with easily 

losing consciousness of the self and of the passage of time when engaged in 

interesting activites (Kose, 2003). Interestingly, Kose (2003) uses the term “being in 

another world” (pp. 93) to describe high self-forgetfulness scorers, which immediately 

perks up a presence researcher’s ears. Similarly, the reference to the loss of awareness 

of time is reminiscent of Waterworth & Waterworth’s (2003a) study involving 

perception of time; it is therefore not surprising that this trait should predict spatial 

presence well. 

 

A second study of interest is by Sacau et al. (2005), which examined three key 

personality traits posed by the MEC model – domain specific interest, spatial visual 

imagery and absorption (the first two are associated with the formation of the SSM, 

the third on is associated with suspension of disbelief and therefore with the adoption 

of the SSM as PERF). This large study (n=240 from four different countries) used 

four conditions: the first read linear text, the second read media-rich hypertext, the 

third watched a film, and the fourth navigated a three-dimensional VE. All four 

conditions encoded large, old buildings such as libraries or temples. Spatial presence 

was measured with the MEC-SPQ, which includes measures of spatial presence, 

domain specific interest, spatial visual imagery, and absorption (Vorderer et al., 

2004). The results showed domain specific interest and absorption are related to 

spatial presence as predicted (r=0.31 and r=0.19, respectively), but spatial visual 
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imagery showed no relationship. When examining the effects of these three traits on 

the four types of media, the data showed that domain specific interest was a powerful 

predictor of spatial presence, only failing to predict spatial presence in the linear text 

condition. Absorption only predicted spatial presence in the media-rich hypertext 

condition. These comparisons may be somewhat blurred by the fact that the four 

media conditions were not randomized, but conflated with country (that is, all subjects 

in any one media condition came from the same country). Nonetheless, the finding is 

a confirmation for an important element of MEC, namely that interest in the content 

can enhance presence (presumably by means of allowing more control over attention - 

Wirth et al., 2007), although a better test of this hypothesis would have been to 

manipulate an attention distracter during the study, as currently the path by which 

domain specific interest affects spatial presence is not clear. The fact absorption was a 

weaker predictor of spatial presence may be significant for the MEC model. While 

domain specific interest is thought to affect spatial presence at the stage of the 

formation the SSM, Absorption is thought to affect spatial presence at the stage of 

selecting the SSM as PERF. Recall that an accurate SSM is a necessary condition for 

its selection as PERF; this means that absorption affects spatial presence after domain 

specific interest has made its contribution. One would therefore expect a lower 

correlation between spatial presence and absorption, as it effectively functions as a 

moderator in the path between domain specific interest and spatial presence. This 

could be tested by explicitly running a path analysis with absorption as a moderator, 

or by having an explicit measure of suspension of disbelief (with which absorption 

should have a direct relationship).  

3.3.4.4 Critical discussion of the model 

The MEC model is well-defined with a sizeable amount of evidence supporting it. It is 

able to describe how perceptual data and conceptual data interact through a set of 

well-defined cognitive processes. Unlike the hypothesis-selection and three-pole 

models, the formation of the presence experience is not a spontaneous ‘black box’ 

phenomenon, but is posed as the outcome of two separate processes. These allow the 

model to explain failures to become present in the face of immersive media (either as 

a failure of the medium to attract attention at the first process, or as a failure for the 

SSM associated with the medium to become PERF), as well as breaks in presence 

(when a stimulus which is not consonant with the current SSM takes attention and 
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either reduces the coherence of the SSM, or reduces the amount of evidence for it to 

be selected as the PERF). Finally, the MEC model is able to provide a lucid 

explanation of the interaction between medium content and spatial presence, by 

positing that attention allocation is moderated by domain specific interest. Even when 

compared to the more substantial FLS/LOP models, the MEC model is capable of 

generating very explicit hypotheses for empirical testing, and is able to link the higher 

levels of cognition (such as willing suspension of disbelief, controlled attention and 

domain specific interest) with very low level variables such as stimulus intensity and 

attention (the FLS/LOP models favour the higher level constructs, being more vague 

about lower level processes). 

 

The MEC model also has some weaknesses which need to be mentioned. Firstly, the 

MEC model has been deliberately formulated as a model of spatial presence in 

mediated environments (Wirth et al., 2007). This choice is particularly strange given 

the strongly psychological character of the model. From an evolutionary perspective, 

a model of presence must assume that whatever mechanisms lead to presence must 

have evolved long before the existence of mediated environments (Reeve & Nass, 

1996; Biocca, 2003; K. M. Lee & Yung, 2005). A theory of presence should therefore 

be able to explain presence in real environments first of all. On careful reading of 

Wirth et al. (2007), it seems that the MEC model may indeed be able to adequately 

explain presence in real environments, if the importance of particular variables is 

modified. For instance, media related variables, such as the medium’s ability to hold 

the subject’s attention, would need to be reduced in importance.  

 

A significant theoretical weakness in this model is related to the conception of 

presence in the model, and the use of the MEC-SPQ in studies validating it. The 

existence of the MEC-SPQ (which quantifies the subject’s experience as a number 

based on a sum of responses to Likert type items) strongly suggests that the model 

treats presence as a continuously varying quantity. This notion is supported by how 

the spatial presence subscale scores are used in research (normally as covariates, or as 

outcomes to analysis of variance analyses – see for instance Böcking et al., 2004; 

Sacau et al., 2005). However, the model itself treats presence as a binary 

phenomenon, because presence is defined as the state when the SSM encoding the 

mediated world is selected as the PERF. If the scales are being used to support a 
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binary concept of presence, one might expect a absolute score cut-off above which 

subjects are considered to be presence (similar to that done by Slater et al., 1995c, 

where responses at the top end of his questionnaire as scored as 1, and all below as 0); 

however, the MEC-SPQ does not contain such a provision. This situation creates two 

fundamental problems: one, the definition and operationalization of presence are 

contradictory; and two, that a model which implements a binary concept of presence 

has been supported mostly by evidence derived from continuous measures of 

presence. This problem does not have a simple solution. 

3.3.4.5 How the model explains the five problems 

 

The book problem 

Given that Biocca is included in the list of authors of the MEC model, one would 

expect the model to deal with the first three problems quite well, and this seems to be 

the case. In the MEC model, books and other non-immersive media can lead to 

presence as long as they are processed cognitively to produce an SSM (Wirth et al., 

2007). Recall that SSMs are created by a combination of sensory and conceptual data 

(hence their constant completeness). This implies that even with very little sensory 

input (as would occur in a book) an SSM can still occur. Also, there is no reason to 

think that a book cannot provide enough spatial information to allow for a detailed 

SSM, particularly if the subject has a high degree of spatial visual imagery. The 

difficulty lies in the book SSM being taken as the PERF. As books produce low levels 

of stimulation on a single modality, and they take considerable effort to decode, 

reading is easily interfered with by other stimuli. This makes it difficult for the ‘book 

SSM as PERF’ hypothesis to be maintained, and although presence can occur, it will 

likely be continually interrupted. Furthermore, the MEC model is capable of 

explaining why books generally produce presence for particular individuals better 

than for others. This occurs at both stages of the process – first, individuals with high 

spatial visual imagery will be able to construct a more accurate SSM, and second, 

individuals with high domain specific interest in the content of the book will be better 

able to control their attention though suspension of disbelief, and thus support the 

‘book SSM as PERF’ hypothesis by eliminating support for rival hypotheses.  
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The physical reality problem 

This problem is essentially one of mental effort being turned towards internal 

processing rather than to processing sensory stimuli. The MEC model includes a 

highly detailed description of the role of attention, so it copes with the physical reality 

problem reasonably well. If one assumes that the real world is encoded simply as 

another SSM and ERF (with extremely high levels of stimulus richness and 

multimodality, of course), then one can consider the amount of attention given to it 

and the amount of support for the ‘real world SSM as PERF’ hypothesis in the same 

was as a VE is considered. If the level of attention on the real world is low, very little 

support for the hypothesis will exist (due to a low degree of supporting evidence), and 

the hypothesis will be dropped. However, it is not clear what happens when the 

hypothesis is dropped, as the MEC model seems to assume that there will always be at 

least one other stimulus source which can lead to an SSM and ERF. This assumption 

exists because the MEC is a model of presence in mediated environments, and the real 

world is always assumed to exist as a replacement hypothesis. If the model is 

modified so that it is possible that no ERF is active, then this would explain the 

physical reality problem well. However, in its current form, the MEC model is not 

ideally suited to explaining this problem. 

 

The dream state problem 

This problem is similar to the physical reality problem, as it involves a situation in 

which internal processing is favoured while external stimuli are blocked out. This 

situation is possible under the MEC model, as discussed above, although it requires 

stretching the model somewhat. The interesting aspect of the dream state problem is 

the dream itself – it provides a source of high-level stimuli (not sensory, but 

perceptual) which can lead to presence. From the point of view of the MEC model, 

this is fairly straight forward. The dream provides a set of stimuli not unlike those 

produced by reading, and from these an SSM can be built if the correct cues are 

present. Unlike reading, individual factors such as spatial visual imagery will not play 

a large role, as during a dream the visual cortex is likely activated directly by the 

reticular activating system (Hobson et al., 2000). If an SSM forms, then presence 

should occur if the perceptual hypothesis ‘dream SSM is PERF’ has sufficient 

evidence. Given that external stimulation is disconnected during dreaming 

(Waterworth & Waterworth, 2001), a great deal of supporting evidence can easily be 
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collected for the hypothesis. However, the activation of the visual cortex during 

dreaming is largely random (Hobson et al., 2000), so it is still possible for discordant 

images to appear and disprove the hypothesis.  

 

The virtual stimuli problem 

All of the models which have been discussed to this point (except perhaps the 

FLS/LOP models - Riva & Waterworth, 2003; Waterworth & Waterworth, 2001) have 

been unable to satisfactorily resolve the virtual stimuli problem, because they 

explicitly draw a distinction between a finite number of ‘streams’ or ‘worlds’ from 

which sensory data arises. The MEC model overcomes this problem completely by its 

use of SSMs. The SSM is an abstract structure which is composed of sensory and 

conceptual data which is selected by its content to be internally consistent from the 

sensory information available (Wirth et al., 2007). There is no requirement that data 

arises from any particular source, or that the inclusion of some data, due to their 

origin, will reduce presence. Under the MEC model, every piece of spatial data (be it 

sensory or conceptual) is considered either as evidence in favour of or opposed to one 

or more SSMs and ERFs. If it fits (content wise) with the SSM or ERF, then it is 

evidence in favour of the perceptual hypothesis, and it increases the likelihood of 

presence; if it supports a different hypothesis, then it reduces the likelihood of 

presence. Note that this solution to the virtual stimuli problem is possible because 

presence is made an arbitrary state. One is said to be present if one particular ERF (of 

many possible ERFs) which we have designated as being of interest is supported as 

the PERF. In the MEC model, one is always present in some SSM (in that some SSM 

is always active in the current PERF); but “presence” is only counted when the SSM 

of the mediated environment we are investigating is the PERF.  

 

The inverse presence problem 

Although the MEC model is able to explain the other four problems reasonably well, 

it unfortunately does not deal with the inverse presence problem well. In the MEC 

model, presence is defined as simply the switching to a PERF previously defined as 

interesting. Mediation is considered only as a factor which reduces the quality of 

sensory data, and makes the subject less likely to attach and hold attention to those 

stimuli. This cannot capture the essentials of inverse presence which are the qualia of 

a mediated experience, and the triggering of particular expectations based on the 
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content of the environment (Timmins & Lombard, 2005). This cannot be modeled 

unless some system of automatic, associative memory is included, such that particular 

features of a situation can trigger off contextually dependent expectations (e.g. fire 

and explosions must mean that Arnold Schwarzenegger is about to enter the scene, 

and I feel like eating popcorn). The MEC model does include aspects of memory and 

previous experience - these are the components of the library of spatial experiences 

which subjects use to interpret sensory stimuli as spaces. But these contain only 

spatial information, and are not linked to episodic memories of previous experiences 

in similar spaces which may lead to the expectations characteristic of inverse 

presence. One can defend the MEC model in this regard by stating that it is a model of 

spatial presence, and its lack of power in explaining inverse presence comes from an 

intentional design choice rather than an inherent model limitation. This may indeed be 

the case, but if it is so, the MEC model will also have problems explaining other 

phenomena related to the qualia associated with particular spaces (such as a feeling of 

awe on entering a cathedral).  

3.4 Conclusion 

This chapter has summarized four of the current significant families of presence 

models on a common framework to aid comparison (see the summary table in 

Appendix G). Most models have some roots in the two-pole model, and thus benefit 

from the large body of empirical support of that model. Generally speaking, the two-

pole/environment selection and the MEC models have the most significant body of 

empirical evidence, and the FLS/LOP models have the least. In terms of the five 

problems, no one model was able to convincingly deal with all five. The two-

pole/environment selection model is the weakest in this regard, dealing only with the 

dream-state problem. The strongest in this regard was the MEC model, which could 

deal (at least partly) with all except the inverse-presence problem.  The following 

chapter will propose the CLICC model, which aims to distill the strengths of the four 

families of models discussed in order to deal with all five problems, while remaining 

consistent with previous empirical findings.  
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Chapter 4: The capacity limited, cognitive 

constructionist model of presence (CLCC) 
This chapter describes the capacity-limited, cognitive constructionist model (CLCC) 

of virtual presence. The chapter begins by giving a broad justification for the 

architecture used (sections 4.1 and 4.2), and then moves to describing the components 

and structure of the model (section 4.3). Finally, it discusses how presence exists in 

the model (section 4.4), and illustrates the predictive power of the model by 

explaining, among other theoretical points, the presence-immersion relationship 

(section 4.5) and the five presence problems defined in  3.1 in chapter 3 (section 4.7). 

 

The CLCC model contains a complex modular structure (see 4.1 below), and it 

models presence as a dynamic model state, which can be understood as consisting of 

two main effects which occur simultaneously and interactively: 

 

1. The creation of a semantic (themed) bias which permeates the model 

2. The construction of the current environmental situation in working memory 

 

This interaction keeps the model relevant to the environmental situation, in as 

cognitively efficient a manner as possible (this is necessary due to the small capacity 

of human working memory – Baddeley, 1986). Once a particular construction or 

understanding of the environment has been arrived at, the model is present in that 

environment. The model will then try to maintain that construction by filtering out 

perceptual information and inhibiting the influence of top-down data which are 

semantically irrelevant. If it should occur that the current construction is no longer 

relevant to the environment (either due to the existence of a lot of contradictory data, 

or because of an unexpected change in the environment), a process of reconstruction 

will occur, which will make a new, meaningfully coherent construction of the 

environment. The name of the model describes this basic operation: it is capacity 

limited due to the cognitive constraints of human information processing, and 

cognitive constructionist due to the semantic construction of a meaningful, coherent 

mental structure of the environment by the subject. 



4 - The CLCC model of presence 

110 

4.1 Structural basis 

As suggested by Biocca (2003) and Lee (2004), the mechanisms which give rise to the 

presence experience must serve an evolutionary purpose more fundamental than 

presence in virtual environments. These mechanisms exist to provide the subject with 

an up-to-date mental representation of the environment, into which are encoded 

learned potential courses of action. Because evolution tends to develop systems which 

are brutally efficient (Tooby & Cosmides, 1990), this is achieved within the constraint 

of highly limited capacity, such that all parts of the system are always using all 

available resources to process the scene and infer possible actions. Because the system 

has evolved to deal with stimuli which encode real environments, it is possible to fool 

it, provided stimuli are presented in a form which somehow stimulates the appropriate 

cognitive modules (Lee, 2004).  

 

In order to the ‘lean and mean’ character of evolved cognition, the CLCC model of 

presence is compatible with current findings in cognitive science, while being able to 

predict and explain presence phenomena. The structure of the model largely follows 

the information processing models of cognitive psychology. Specifically, it follows 

the stages of processing model of Atkinson and Shiffrin (1968), and to some extent 

the levels of processing model of Craick & Lockhart (1972). Although there has been 

some controversy about these models of memory, a large number of empirical studies 

over the past thirty years (including several meta-analyses), suggests that these are 

robust and well supported models of semantic processing (Conway, 2002; Decoster & 

Claypool, 2004). In the tradition of the stages of processing model, the CLCC model 

proposes that the cognitive architecture which leads to presence is a set of discreet 

processing modules which take data as input from some nodes, transform that data, 

and output it to another set of nodes for further processing. Unlike classic stages of 

processing models, however, the CLCC model operates due to emergent properties of 

the structure, which arise due to the interaction of the data content, and how it flows 

around the entire model. Considering presence as the emergent property of a complex 

system is common in extant presence models - for instance, it has been used in the 

LOP model (Riva et al., 2004) and MEC model (Wirth et al., 2007) discussed chapter 

3. The role of emergence in the CLCC model has also been inspired by the levels of 

processing model (Craik & Lockhart, 1972), which states that in a cognitive 
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processing system, information is encoded and processed at multiple levels of 

abstraction, from perceptual to conceptual (Craik & Lockhart, 1972). Furthermore, the 

levels of processing model states that synchronous processing of data across several 

levels of abstraction leads to an enhancement of overall processing performance 

(Craik & Lockhart, 1972).  

 

Many extant presence models are designed to only explain presence phenomena (such 

as the presence models of Biocca, 2003; Slater, 2002; Wirth et al., 2007). The CLCC 

model however has been designed to closely reflect existing general purpose human 

information processing models, as is done by the LOP model (Riva et al., 2004). This 

approach has two advantages; one theoretical, and one pragmatic. Theoretically, it 

satisfies Biocca’s (2003) and Lee’s (2004) evolutionary requirement that presence 

should not be considered as a unique response to mediated environments. More 

pragmatically, using a well-understood architecture as the basis for a model reduces 

the need to empirically validate the overall structure of the model, allowing empirical 

investigation to focus on specific aspects of the model which are pertinent to 

presence. 

4.2 Cognitive constructionism 

A central axiom of the the CLCC model is that each subject constructs their own 

unique experience of an environment by applying previous knowledge of similar 

situations and by interacting with the current situation (Bruner, 1990). In this way, the 

subject can operate in novel environments, but in an adaptive way which is 

constrained by previous experience. This idea is derived from educational (and 

particularly Marxist) theories (see for instance Luria, 1974; Vigotsky, 1978), but also 

exists in cognitive psychology as the idea that goal-directed behaviour can only occur 

when there is an interaction between bottom-up and top-down information. Bandura 

(1986) referred to this as reciprocal determinism – the subject, as an active agent, 

changes the environment, and is simultaneously motivated by those changes to 

respond in particular ways. Bandura’s explanation operates at the level of the 

individual, but similar concepts exist at lower levels. For instance, Rumelhart and 

McClelland’s layered, competition-based connectionist networks only reach a stable 

state (and thus complete computation) when activation has been resonated between 

the top-most and bottom-most levels of the network (Rumelhart et al., 1986). 
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Inclusion of constructionist principles allows a presence model to simultaneously 

explain cognitive phenomena (such as the role of attention allocation or the 

importance of multimodality; see Sallnäs, 1999; Slater & Steed, 2000) and subject-

environment interaction (such as the role of passive haptics or successful navigation; 

see Barfield & Weghorst, 1993; Meehan, 2001).  

 

Three essential features of constructionism (Bruner, 1990) which may be useful to a 

presence model are: 

 

1. The subject is an active agent in the world – a subject’s normal mode of being 

in an environment involves exploration and interaction. This is explicit in 

some models of presence, such as the argument for embodiment present in 

Biocca’s model of embodiment (Biocca, 1997), and the Locus dimension of 

the FLS model (Waterworth & Waterworth, 2001). Not all models of presence 

recognize the subject’s agency in the environment however. Notably the 

earlier versions of the environment selection model (Slater, 2002), which see 

the subject as passively selecting and processing information about the 

environment, with the presence experience arising more or less automatically 

when the correct conditions are met (Biocca, 2003; Slater et al., 1995c; 

Witmer & Singer, 1998). Recent developments of the environment selection 

model (Slater, 2002) have emphasized the subject as actively participating in 

their experience, suggesting that there is a fair degree of consensus about the 

importance of agency in presence. 

 

2. The subject interactively creates their experience - under this principle, the 

subject’s experience of the space depends on their actions and goals within 

that space (Bandura, 1986). This notion was first applied to telepresence by 

Sheridan (1992b) with his elegantly simple model of in-the-loop human-

machine interaction and telepresence. Recently, it has been extensively 

adopted by the MEC model (Wirth et al., 2007), which emphasizes the role of 

the SSM (an interactively constructed model of the environment). The 

importance of a subject’s interactions in the VE on their presence experience 

has been an area of active inquiry. Schubert et al. (2002) showed that subjects’ 

perceptions of their degree of interaction in the VE positively predicted 
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presence. Other studies which have examined the relationship between 

presence and task performance or task completion (which require interaction 

in the VE), have shown that, for instance, navigation (Barfield & Weghorst, 

1993), self-rated ease of task (Bystrom & Barfield, 1996) and self-rated task 

performance (Romano et al., 1998) all correlate with presence in the expected 

direction. 

 

3. The final product is meaningful to the subject – as the experience is 

constructed by the subject by combining the current situation with previous 

experience, it is essentially idiosyncratic (Bruner, 1990). This implies that the 

content of a VE will interact with the subject’s previous knowledge during the 

presence experience. Although Slater has argued against the role of content in 

the presence experience (Slater, 2003a), the MEC model (Wirth et al., 2007) 

proposes that the subject’s domain specific interest (which predicts their 

interest in and experience with the VE content) plays an indirect role in the 

presence experience. Similarly, the FLS model (Waterworth & Waterworth, 

2001) proposes that how arousing the content of the VE is will partly 

determine the nature of the presence experience. There is very little empirical 

evidence of how the meaning given to a scene affects presence in that scene. 

An interesting study by Nowak et al. (2006) showed that for violent video 

games, presence was predicted not by the objective degree of violence in the 

game, but by the degree of violence perceived by players, suggesting that the 

meaning attributed to the scene may in fact contribute to the presence 

experience. 

4.3 Structure and components of the model 

The CLCC model has the same basic architecture as the stages of processing model 

(attention filter, short-term storage, long term storage – Atkinson & Shiffrin, 1968), 

with some important differences – see figure 4.1 below. First, unlike the stages of 

processing model, the data paths between components in the CLCC model are one-

way – that was done simply to make more explicit the stages of data transformation. 

Second, the CLCC model is not only a model of memory encoding and retrieval. 

Although memory plays an important role in the CLCC model, it also includes aspects 

of perception and motor control. Finally, while the stages of processing model 
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describes only the subject, following the arguments of Floridi (2005) and the 

theoretical suggestions of Biocca (1997) and Schubert et al. (2002) the CLCC model 

is epistemic - it includes aspects of the environment, and provides a mechanism for 

feedback via the subject’s perception of their own actions in the environment. 

 

The components of the model are as follows (described from bottom to top): 

4.3.1 External stimuli via sensory cortices 

Description: This is the entry of bottom-up data into the model. The data are in the 

form of unprocessed neural stimuli from the retina, the auditory nerves, etc. This node 

(which includes basic perception done in the sensory cortices) converts raw neural 

stimuli into objects. For example, visual stimuli are converted into a 2½ dimensional 

sketch (Watt, 1988), and motion is identified by optic flow on the retinal field 

(Cavanagh & Mather, 1989).   

 

Inputs from: The physical environment (including all immersive systems, real events, 

the body itself, etc), which provides physical stimulation. 

 

Outputs to: The stimulus attenuator for selection of relevant stimuli. 

4.3.2 Stimulus attenuator (attention) 

Description: The primary purpose of this node is to ensure that capacity limits of the 

system are not violated (Baddeley, 1986; Posner, 1980). This is done by selecting a 

subset of stimuli from those available at the sensory cortices. Stimuli are selected as a 

function of their relevance to the current semantic bias of the entire system (Lavigne 

& Denis, 2001; Maxfield, 1997). However, this selection is not a simple linear 

function. The probability of a stimulus being selected for further processing is highest 

at both extremes of congruency to the current system bias. Highly congruent stimuli, 

which support the current bias, are selected, and incongruent stimuli are excluded to 

maintain semantic coherence. However, in order to remain sensitive to significant 

changes in the environment, highly incongrious stimuli (either in terms of physical 

properties such as brightness, or in terms of semantic difference) are highly likely to 

be selected for further processing (Treisman, 1969), which would result in a violation 

of semantic coherence, and a reconstruction (see 4.3.11). 



4 - The CLCC model of presence 

115 

 

 

 

Figure 4.1: The structure of the CLCC model.  Information flows only in the 

directions indicated by the arrows on the information paths (see section 4.3. for 

discussion). The three nodes in the yellow shaded region are the only nodes at 

which measurement is possible (all other nodes are cognitive abstractions 

implemented by unknown neural mechanisms). 
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Attention has been widely discussed in the presence literature (Riva & Waterworth, 

2003; Slater & Steed, 2000; Waterworth & Waterworth, 2001; Wirth et al., 2007; 

Witmer et al., 2005). In the CLCC model, the stimulus attenuator models attention as 

an extremely simple mechanism which reduces the number of incoming stimuli while 

requiring only minimal processing to make the decision (in the tradition of Treisman, 

1969). This mechanism allows the attenuator to model breaks in presence. Although 

the term ‘break in presence’ strictly applies to a subjective experience without 

reference to a particular cause, the most non-controversial uses of the term apply to 

situations where a subject suddenly experiences an expected stimulus, such as the tug 

of an HMD cable (Slater & Steed, 2000), a rendering glitch by the system (Brogni et 

al., 2003) or an experimentally introduced artifact on the display (Vinayagamoorthy et 

al., 2004). All of these situations pose that a stimulus which is incongruent to the 

semantic bias of the system (see 4.3.6 below), demands attention to itself and breaks 

the subject out of the experience. It is hardly surprising that a tug of a cable should 

lead to a break in presence; however, what is interesting about a break in presence is 

that given the current achievable levels of fidelity they do not constantly occur. In 

current VE systems, subjects must always deal with a large number of competing and 

conflicting stimuli. This is because the stimulus attenuator, with its automatic 

tendency to exclude moderately incongruent stimuli removes these artifacts from 

processing before they can adversely affect the experience. However, a sudden intense 

stimulus (especially if it is highly incongruent to the semantic bias of the system) will 

be selected for further processing, leading to a reconstruction and thus a break in 

presence. Note that not all intense stimuli will lead to a break in presence (this will 

only occur if that stimulus leads to a reconstruction) – if the intense stimulus is 

semantically related to the VE (a roaring jet passing overhead in a VE of an airport), 

then it may strongly reinforce the current construction.  

 

Inputs from: The sensory cortices (from which it selects data), and from the active 

knowledge clusters in declarative memory which implement the semantic relevance 

bias. 

 

Outputs to: Working memory, to provide perceptual (bottom-up) data for the 

construction of temporary structures. 
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4.3.3 Working memory 

Description: This is a temporary buffer used during processing which maintains a 

mental representation of the current situation (Baddeley, 1986, , 1998). The CLCC 

model makes use of the working memory model of Baddeley rather than the more 

recent models such as that proposed by Cowan (2001) and Oberauer (2002) due to the 

extensive use of Baddeley’s model in human factors research which has seen 

application in the presence field - for instance, see Bysrom et al’s IPP model of 

performance in VEs (1999a), or Stanney et al’s review of human factors issues in 

presence research (Stanney et al., 1998). The contents of working memory are 

accessible to consciousness (Baddeley, 1998; Rumelhart et al., 1986), which makes it 

a potential site for presence measurement. Working memory’s capacity is highly 

limited – only between five and seven meaningful chunks can be stored (Baddeley, 

1986; Cowan, 2001). Working memory is not a unitary store – it has two known 

subsystems, which operate on specific modalities. The phonological loop is used for 

verbal (and auditory) information (Baddeley, 1986), and its primary purpose is 

processing of speech (Baddeley, 1998). It also plays an important role in reading 

(Carpenter & Just, 1989). The second subsystem is the visuospatial sketchpad, which 

is used to process visual and spatial data (Baddeley, 1986). It also plays an important 

role in the simulation of physical events such as predicting where thrown objects will 

fall (Cowan, 2001). Each of these systems has its own store of capacity, such that 

loading one will not affect tasks which make use of the other (Baddeley, 1986, , 

1998). For example, a navigation task (which loads the visuospatial sketchpad) and 

remembering a set of numbers (which loads the phonological loop) will not interfere 

with each other. However, if one engages in remembering a set of numbers and 

reading a piece of text simultaneously, then performance in one or both of the tasks 

would be adversely affected, as the tasks are competing for verbal working memory 

capacity. Most cognitive processes require some working memory (with the exception 

of processes which have dedicated neural circuits, such as face recognition; see 

Andreasen et al., 1996).  

 

Working memory can be usefully applied to presence, but has hardly received any 

attention in the literature. Baddeley’s working memory model (1986; , 1998) has been 

used to explain phenomena which, from a micro-cognitive perspective, are similar to 
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presence. These phenomena include reading comprehension (Carpenter & Just, 1989), 

and spatial navigation (Garden et al., 2002). These tasks involve the processing of a 

subset of external stimuli so as to decode some meaning (be it spatial or otherwise) to 

allow further inferences about the space or about action in the space. If it is true that 

presence involves both perceptual and conceptual processing of an environment 

(Waterworth & Waterworth, 2001; Wirth et al., 2007), and given that all processing 

requires some working memory (Baddeley, 1986), then it follows that for presence to 

occur, some amount of working memory will be required to process the environment.  

 

How working memory is allocated to a task is a complex process. Simply having 

more information to process does not imply that more working memory will be 

allocated, or that more working memory will be needed. Data which are meaningfully 

related are automatically chunked into fewer, more abstract complexes, effectively 

freeing up working memory space (Baddeley, 1986). Thus, an immersive display 

which renders a large number of highly correlated variables (both in terms of 

perceptual synchronization and semantic organization) may require little working 

memory to process, as the information can be easily chunked. If a latency were to 

develop in the display of one of the channels (for instance, in sound rendering), then 

the temporal discrepancy would prevent the chunking of sound together with the other 

variables, and thus more working memory would be required to process the scene. 

This same mechanism can explain why stimuli which come from ‘outside’ the virtual 

environment (as with the radio position manipulation discussed in Slater et al., 1995c) 

can reduce presence – due to the spatial discrepancy, these stimuli will not chunk with 

the stimuli ‘inside’ the virtual environment, and will thus require more working 

memory to process. If enough of these anomalies abound, then they will begin to 

impinge on the working memory which is necessary for successfully processing the 

VE. This reduction in the amount of processing focused on the VE will then lead to a 

reduction in the sense of presence. 

 

Inputs from: The stimulus attenuator, which provides relevant perceptual (bottom-up) 

stimuli for processing. Secondary inputs are taken form the media decoders, and the 

folk psychology and folk physics modules, which use working memory as a 

scratchpad during processing. 
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Outputs to: To the folk psychology and folk physics modules, for semantic decoding.  

4.3.4 Folk physics and folk psychology modules 

Description: These modules recognize and respond to the contents of working 

memory. The folk physics module infers physical properties such as mass, velocity 

and spatial arrangement from these stimuli. It is also responsible for and accessing 

mental models and cognitive maps (Plotkin, 1998). The folk psychology module 

infers psychological properties, mental states and intentionality; it also responds to 

facial expressions, and is used in inferring emotion (Plotkin, 1998). As these modules 

are evolved for a particular purpose, they are highly specialized, and only respond to 

highly specific stimuli. The folk psychology module may allow for the bridging of 

individual forms of presence (the as presented in this form of the CLCC model) with 

social forms of presence.  

 

The inclusion of these modules in the model is for two reasons: First, due to the 

empirical evidence from cognitive science that these modules are highly automatic 

and lead to important effects on many aspects of cognition including perception and 

memory (see Plotkin, 1998; Pinker, 2004); and second, on the suggestion on Lee 

(2004) who argued that these modules are involved in presence due to their tendency 

to automatically process even stimuli which crudely represent the objects they have 

evolved to process (this argument in detailed in section 2.2.2 in chapter 2). 

  

Inputs from: Data are taken from the active temporary structures in working memory. 

These are tested against a minimal set of features to determine their suitability for 

processing in this module. 

  

Outputs to: This module has two main output paths. The first path is used when the 

stimuli are not of the type processed by the module – in this case, the data is passed 

through to the media decoders for processing there. If the data are of the type to be 

processed, the data may be used to trigger a reflex action. For instance, the folk 

physics modules may trigger leaning into a curve during a virtual car ride (Freeman et 

al., 2000), while the folk psychology module may trigger automatic following of eye 

gaze (Baron-Cohen, 1995). When an automatic response is required, the data are 

immediately passed to procedural memory for selection of a motor program for 
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execution; otherwise, they are passed to declarative memory for semantic processing. 

A minor feedback path also exists from each module back to working memory, which 

allows the modules to make use of working memory as temporary storage during 

processing. 

4.3.5 Media decoders 

Description: Decoding the contents of working memory into semantic meaning is 

complex because the specific operations required vary depending on the medium 

used. Decoding a photograph of a room requires different cognitive processes to 

decoding a verbal description of that room, even though the final semantic products 

will be similar. In the CLCC model, decoding of media is done by learned cognitive 

modules (one per medium) whose inputs are data from working memory, and whose 

outputs are abstract representations of the content of the medium in declarative 

memory. Each of these media decoders is a collection of strategies and processes for 

decoding one particular medium. There are many possible decoders – a writing 

decoder (after evidence from Carpenter & Just, 1989), a film decoder (after evidence 

from Bordwell, 1989), a diagrammatic decoder (after evidence from Allmendinger, 

1998), and so on. The decoder will only exist in a given subject if that person has 

learnt how to decode that medium. When a new set of perceptual stimuli are 

considered for processing, the appropriate media decoder is selected on the basis of a 

small set of key features (for instance, the basic shape of letters in declarative memory 

might trigger the writing decoder). Once the media decoder has been activated, it 

proceeds automatically with decoding the stimuli. If a media decoder attempts to 

decode the wrong type of medium (for instance, in the case of a picture being 

embedded in text as might occur in a magazine), then the error becomes a signal for 

the selection of a different decoder. 

 

Media decoders, as processing units, require working memory. How much working 

memory a particular media decoder requires is a complex question. It seems 

reasonable to suggest that some decoders will require more working memory than 

others. For instance, images and video are relatively easy to decode (partly because 

there are dedicated neural circuits, in the visual cortex and other areas, specialized for 

this task - Krubitzer, 2005), whereas writing requires more resources to decode (a first 

a visual pass is required to decode individual letters and words, and a parallel second 
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language decoding pass to decode the meaning of the sentences as a whole; Carpenter 

& Just, 1989). It also seems reasonable to suggest that some media decoders become 

more efficient with practice. For instance, reading requires time to learn and generally 

improves with practice, eventually becoming almost effortless (Carpenter & Just, 

1989). Similarly, some film genres make use of conventions which must be learned at 

first, but are later decoded with little effort (Bordwell, 1989). From a working 

memory perspective, this increase in efficiency and associated sense of effortlessness 

come from a decrease in the amount of working memory used by the decoder as it 

becomes more efficient in chunking data (Baddeley, 1986).  

  

Inputs from: Data are taken from the pass-through outputs of the folk psychology and 

folk physics modules.  

 

Outputs to: The decoders have two outputs: One is to declarative memory, which is 

used to activate semantic meaning (the product of decoding). The second path is a 

feedback path to working memory used during processing. Media decoders can also 

shuffle data to other media decoders along a parallel bus. This will occur in two 

situations: when a decoder takes data but finds it cannot process it, or when decoding 

complex media (such as text embedded in a film), which requires two decoders to 

simultaneously process a scene. 

4.3.6 Declarative memory 

Description: This memory system stores two types of information: semantic 

information (including concepts and the relationships between concepts – Squire, 

1999) and experiences (including the temporal organization and personal significance 

of experience – Squire et al., 1993). Unlike working memory, declarative memory is 

effectively unlimited in terms of capacity (Squire, 1999). Declarative memory is used 

in the CLCC model in preference to the more specific subdivision into semantic and 

episodic memory suggested by Tulving (1995) for reasons of parsimony – there is 

currently not enough data to infer separate roles for semantic and episodic memory in 

presence. 

 

When processing an environment, declarative memory associates semantic meaning 

to percepts, and contextualizes with respect to the subject’s previous experiences. 
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Various models of declarative memory encoding exist, but the preferred concept in 

the CLCC model is that of schemata (Rumelhart et al., 1986). A schema is a concept 

encoding structure which is modified by experience to contain default information 

(Rumelhart & Ortony, 1977). This allows the inference of missing information. For 

instance, if in a restaurant I see a man wearing a black bowtie and holding a notepad, I 

can infer that this man will take my order and I can pay the bill to him at the end of 

the evening (by activation of the ‘waiter’ schema). Schemata are connected in 

semantic networks, such that activation of one schema automatically leads to the 

activation of related schemata, thus creating semantic contexts (Rumelhart et al., 

1986). These small networks of activated schemata are termed active knowledge 

clusters in the CLCC model (see 4.3.10 below). The semantic context provided by 

active knowledge clusters propagates through the entire model: It is transferred 

directly to the stimulus attenuator, to act as the basis for the inclusion of stimuli by 

context relevance (a process termed semantic priming – Maxfield, 1997); and it is 

passed to working memory to allow for semantic based chunking, as well as provide 

meaning to the temporary constructions (partly leading to expectation based 

processing – Posner & Snyder, 1975). Because declarative memory contains almost 

exclusively learned information, it will be a source of a large degree of individual 

variation; however, this variation is not entirely idiosyncratic, as much semantic 

information is shared across populations such as cultural groups (Hirschfeld & 

Gelman, 1994) and professional groups (Goldman, 1986).  

 

Inputs from: Media decoders and the folk-psychology and folk-physics modules, 

which provide perceptual inputs to be placed into wider semantic contexts.  

 

Outputs to: The stimulus attenuator to implement the relevance bias; also to working 

memory, to ensure the formation of semantically coherent temporary structures. 

Finally, the system outputs to procedural memory, to give information about objects 

(hardness, weight, etc. as well as semantic information for speech and writing) which 

are required to plan and execute action in the context of the current semantic bias. 

4.3.7 Procedural memory 

Description: This node is responsible for storing sequences of behaviours (Squire et 

al., 1993), including speech, walking, social responses such as greeting and 
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maintaining eye contact, and simply conditioned reflex actions (Squire, 1999). It is 

included as a system separate to declarative memory in the CLCC model due to 

evidence that it is implemented by different brain circuits (Squire, 1999), and from 

clinical double-dissociation studies showing that lesions in particular brain regions 

negatively impacts declarative memory but not procedural memory, and vice-versa 

(Squire, 1999). Further evidence for the separation of these systems comes from Leeb 

et al. (2005) who showed that the intention to move a limb, even when actual 

movement is inhibited, generates a measurable EEG scalp potential. In the CLCC 

model, procedural memory has two roles: first, as suggested by Lee (2004), to initiate 

reflex reactions based on inputs from the folk psychology and folk physics modules, 

such as changing body posture (Freeman et al., 2000), reaching for a virtual stimulus 

(Slater et al., 1995c) or adjusting interpersonal distance in response to an agent 

(Bailenson et al., 2001). The second role of declarative memory is the performing of 

goal-directed behaviours based on inputs from the folk physics and folk psychology 

modules. These behaviours include direct behaviours (such as reaching with an arm in 

response to an input to grab – see Waterworth & Waterworth, 2001) as well as 

symbolically mediated behaviours (such as clicking the mouse in response to an input 

to grab - Waterworth & Waterworth, 2001).  

 

Inputs from: Temporary structures in working memory, which can act to inhibit as 

well as enhance the expression of behaviours based on the current semantic bias. A 

second input comes from the folk physics and folk psychology modules, to allow both 

goal-directed and automatic responses to objects. A final, indirect input is the set of 

active knowledge clusters in declarative memory, which allow for speech (by 

providing semantic information) as well as mediated behaviours (as when using an 

interface to mediate the VE). 

 

Outputs to: The motor control system, for movement of the body or production of 

speech. 

4.3.8 Motor control system 

Description: This system contains the low-level neural and physiological controls for 

behaviour in the environment (including muscle movements and the motor aspects of 

speech). This node can be directly measured by means of physiological measures (as 
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done by Meehan, 2001; see chapter 2 for a review of such measures). This system will 

also be of interest when considering behavioural presence measures (such as posture 

and sway – IJsselsteijn, 2004; see chapter 2).  

  

Inputs from: Motor programs in procedural memory 

 

Outputs to: Movement of the subject’s body in the environment 

4.3.9 Physical environment 

Description: This is the physical environment, from which stimuli arise, and in which 

the subject interacts bodily. In many respects, this node represents embodiment, and 

underlines the importance of interaction in the world for presence (Lakoff & Johnson, 

1999; Schubert et al., 2002). With the exception of dreaming, where the reticular 

activating system circumvents normal perception (see 3.1.3), all stimuli arise from the 

physical environment, although, due to working memory limits, not all stimuli can be 

processed (Baddeley, 1986). Note that this is not the mediated or virtual environment 

(which has no explicit existence in this model – see 3.1.4 in chapter 3). This has two 

important implications: first, all stimuli (be they considered real or virtual) compete 

for processing on equal terms, without the benefit of semantic distinctions between 

them (these distinctions are only applied after a simulus has been selected for 

processing). Second, all motor movements made by the subject are expressed in the 

physical environment; movement in the virtual world occurs due to manipulation of 

the VE interface in the physical environment. 

 

Inputs from: The motor control system, as well as from object to object interactions 

within the physical environment itself (which is a closed system in its own right). 

 

Outputs to: Physical stimulation of the sensory organs which are converted into 

percepts by the sensory cortices, to enter at the stimulus attenuator. 

4.3.10 Active Knowledge clusters 

Description: These structures are highly transient, being created and discarded as the 

overall state of the model changes inside of a single experience. Although the CLCC 

model conceptualizes these clusters as objects, they consist of small, related clusters 
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of active schemata in declarative memory (Rumelhart et al., 1986; Rumelhart & 

Ortony, 1977). Due to the associative nature of declarative memory, active schemata 

automatically self-organize into meaningful clusters (as each concept is connected to 

semantically related concepts, allowing activation to spread between them - 

Rumelhart et al., 1986). These clusters contribute significantly to the overall semantic 

relevance bias of the system, as they feed back to the stimulus attenuator (to filter out 

irrelevant stimuli), as well as to working memory, to provide semantic coherence to 

the current construction.  

 

If active knowledge clusters stop receiving stimulation from working memory, their 

activation will gradually decay. One active cluster may also have its activation 

inhibited by another competing knowledge cluster, in which case it will decay more 

rapidly. (Rumelhart et al., 1986; Rumelhart & Ortony, 1977). Regardless of how a 

knowledge cluster loses activation, it is not an instantaneous process. The more 

extensive the semantic network is which is activated, the longer it will take for the 

decay or inhibition to sweep across all connected schema (Rumelhart et al., 1986). 

The amount of time taken for a cluster to lose its activation is referred to in the CLCC 

model as its thematic inertia. Clusters with higher thematic inertia are more likely to 

remain active and compete with other knowledge clusters, and are thus more capable 

of exerting a semantic bias over the system. Because thematic inertia is associated 

with the extensiveness of the particular schemata network, experts in particular 

content knowledge domains (who have more extensive knowledge networks – 

Ericsson & Lehmann, 1996) will have more thematic inertia for those content 

domains. 

 

Inputs from: Bottom-up inputs from media decoders, the folk psychology module and 

the folk physics module. An active cluster can also pass activation (inhibitory or 

excitatory) to other, semantically similar clusters, via the networked structure of 

declarative memory. 

 

Outputs to: Other knowledge clusters which are semantically related (both excitatory 

and inhibitory; see inputs above). The active knowledge clusters, as components of 

declarative memory, contribute to the overall semantic bias of the model (see 4.3.6 

above). 
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4.3.11 Temporary working memory structures 

Description: As with active knowledge clusters, these temporary structures are 

created and discarded in order to keep the overall system sensitive to changes in the 

environment. However, unlike the active knowledge clusters which represent 

activation patterns in fixed networks of knowledge, the temporary structures represent 

free-form clusters of data (Baddeley, 1986) which arise from the activation of 

declarative memory as well as from the use of working memory as temporary storage 

by the processing modules. They represent system state rather than structure; they 

represent all of the conscious information available to the subject (Rumelhart et al., 

1986). Due to the semantic bias transferred to working memory from declarative 

memory, these temporary structures are always constructed with a high degree of 

semantic coherence, and thus exert a great expectation bias on processing (Baddeley, 

1986). 

 

As these structures include both perceptual and semantic information, they are well 

suited to explaining content related effects in presence. In order for content to affect 

processing, the percept must first be decoded (requiring perceptual information) and 

then understood as meaningful objects (requiring semantic information). This is not 

the case with similar structures in other presence models, which incorporate very little 

or no semantic information (such as the SSMs of the MEC model – Wirth et al., 

2007). In the CLCC model, the set of temporary working memory structures is termed 

‘the construction of the environment’ as these structures contain the conscious 

understanding which the subject has constructed by interacting in the environment 

(Bruner, 1990). It should be noted that although the temporary structures act to 

maintain semantic coherence, it is possible for an irrelevant stimulus to arrive from 

the stimulus attenuator demanding processing capacity (due to massive semantic 

dissimilarity). When this occurs, a sudden re-allocation of working memory occurs, 

and some temporary structures are discarded while others are changed drastically, 

leading to a new semantic interpretation of the scene – this is termed a reconstruction. 

Sudden reconstructions are associated with the break in presence experience, while 

gradual reconstructions (where working memory capacity is gradually allocated to 

tasks other than processing the environment) are associated with a drift in presence – 

see section 4.4.2 below. 
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Inputs from: Perceptual data arriving bottom-up from the stimulus attenuator, and 

conceptual data arriving top-down from the declarative memory system. 

 

Outputs to: No direct output. These structures exist as data clusters in working 

memory, which are evaluated by the folk psychology module, the folk physics module 

or one or more media decoders.  

4.4 Presence in the model 

The CLCC model is strongly based on a general purpose cognitive model, as opposed 

to models which are specifically designed for explaining presence, such as those of 

Slater (2002), Biocca (2003), the FLS model of Waterworth and Waterworth (2001), 

and Wirth et al.(2007). Therefore, only the state of the model (and not the structure, 

which exists for processing in general) is pertinent when considering how presence 

occurs. In the CLCC model, presence is not a phenomenon of its own right, but rather  

side-effect of the model structure (as suggested by K. M. Lee, 2004). It is important to 

note that some of the structure of this model is inherent (such as the folk physics 

module, which is a species evolved trait), but other parts are acquired through learning 

(such as the media decoders). The state of the model is simply the distribution of 

activation among the structural components of the model. In this model, presence 

occurs mostly due to inference. At any moment, the system contains a set of active 

and semi-active knowledge clusters and behavioral scripts. Due to the associative 

nature of declarative memory, this pattern of activation allows contextualized 

inferences, and if any one inferential cluster receives enough activation to either lead 

to a temporary structure in working memory (a conscious thought) or to an overt 

behaviour, then one can say that that a particular cluster was ‘selected’ for expression 

(although the selection requires no more mechanism that the accumulation of 

activation and competition between active knowledge clusters).  

 

The CLCC model implements presence as the perceptual illusion of non-mediation 

(Lombard & Ditton, 1997). This occurs when the subject is selecting a subset of 

stimuli (those encoding the virtual environment) from which to regulate their 

cognition and behaviour (this also owes something to the cognitive presence concept - 

Nunez & Blake, 2001). When a subject focuses on a VR display, processing resources 



4 - The CLCC model of presence 

128 

will be allocated for those stimuli, and because the entire system is resource limited, 

resources will be taken from processing other stimuli and concepts (including the 

notion of ‘this is a mediated display’). The more the subject interacts with the display, 

the more focused the semantic bias of the system, and the more likely it will be that 

resources will be allocated to processing it, simultaneously reducing the possibility of 

the subject processing the stimuli as being a display. Note however that although the 

illusion of non-mediation arises from focus on a set of mediated stimuli, the process is 

not only perceptual – it involves a complex interaction of top-down and bottom-up 

data.  

4.4.1 Becoming present in an environment 

Perhaps the best way to explain presence in this model is to illustrate how a subject 

becomes present in a VE, and how that presence experience might end. This example 

will begin with the case of a subject seated in from of a VR system, focusing some 

attention on the stimuli produced by the system (although this discussion will focus on 

becoming present in a VE, it can equally well apply to becoming present in any 

environment). 

 

When the subject begins their experience, the sensory cortices will be processing 

stimuli reaching the sensory organs from various sources. However, the existing 

semantic bias of the system will tend towards excluding stimuli from the VE, or at the 

most, treating them as stimuli in the context of the larger situation (such as “noisy 

laboratory” or “office with computer”). However, if the stimuli are intense enough, 

some will be selected by the stimulus attenuator, and begin processing in working 

memory. Once there, some capacity will be allocated to creating a temporary structure 

for processing those stimuli. This will have require some of the capacity which was 

being used to process the larger scene to be withdrawn, effectively reducing the 

overall semantic bias of the system towards that scene. Due to the automatic chunking 

of data in working memory, if more stimuli are received from the VE which correlate 

with the first stimulus received, these will be chunked together into the same 

temporary structure. 

  

Once the VE is represented in temporary structures in working memory, it will be 

evaluated by the folk physics and folk psychology modules. From this point on, the 
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processing takes on a similar form to the MEC model’s perceptual hypothesis testing 

phase (Wirth et al., 2007), although the temporary structures are far more detailed 

than perceptual hypotheses, as they contain both spatial and semantic information. In 

the case of mediated environments, only some elements of the scene will be processed 

by one of the evolved modules, while all other elements will be handed off to one of 

the media decoders to process. If some immediate action is required by either the folk 

physics module (such as ducking away from a fast moving object) or the folk 

psychology module (such as smiling in response to a smile), then these modules can 

initiate this behaviour by stimulating procedural memory directly. Otherwise, they 

will pass the decoded stimuli to declarative memory, to attach semantic meaning in 

the context of the current semantic bias. Stimuli which are passed through to the 

media decoders are processed to extract semantically meaningful objects, but media 

decoders, (as learned structures) cannot directly lead to automatic or reflex actions. 

 

Temporary structures in working memory then begin to activate knowledge clusters in 

declarative memory. The activation is automatically passed to semantically related 

concepts, and simultaneously, the inhibition of unrelated clusters. If some clusters are 

already partly activate (due to the previous system state or thematic inertia), they will 

tend to dominate even with slight activation. Also, if the content of the VE is one for 

which the subject is an expert, knowledge cluster activation will be more extensive, 

leading to larger semantic effects.  The most active knowledge clusters in memory 

will impose a semantic bias which is passed on to the rest of the system – in 

particular, it is passed down to working memory, where it leads to a bias towards 

forming temporary structures which are semantically related to the current bias, and to 

the stimulus attenuator, which tends to exclude stimuli not relevant to the current bias. 

 

The final path of activation in the model is from the active knowledge clusters to 

procedural memory. Generally speaking, no single path leads to the activation of a 

particular action script; rather, each cluster partly activates a number of bias-

appropriate scripts, which exist as possible responses to the current situation. A 

number of active knowledge clusters need to converge on a single script before it is 

executed. When the subject does engage in some action, the changes in the 

environment they produce are encoded by the sensory cortices, and that becomes an 

input to be evaluated by the stimulus attenuator for inclusion in further processing. 
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Note that a powerful feedback loop exists between declarative memory and the 

stimulus attenuator and working memory, which acts to set and hold a semantic bias. 

This integration between different levels of abstraction (reminiscent of the levels of 

processing model of Craik & Lockhart, 1972) is similar to the integration which the 

LOP model requires to achieve optimal focused presence (Riva et al., 2004). Like the 

LOP model, the CLCC model achieves the greatest sense of presence when all levels 

are processing a coherent stimulus set. In effect, the semantic bias in the model 

represents the interpretation or construction of the situation; and each construction 

will attempt to stay active by keeping out irrelevant stimuli (partly due to the cost 

involved in reconstruction – see below). This process is similar to the hypothesis 

testing process in the MEC model (Wirth et al., 2007) – although instead of collecting 

positive evidence, the CLCC model ensures coherence by a simple 

excitation/inhibition competition mechanism among the active knowledge clusters in 

declarative memory.  This means that relevant perceptual stimuli will further activate 

the current active knowledge clusters, leading to a stronger, more effective bias. 

Therefore, if a subject begins to process the VR system, and there is no competition 

from semantically unrelated stimuli, the VE will eventually become the dominant bias 

in their processing, which will lead to VE relevant inferences and actions favoring the 

semantic meaning provided by the VE, which can be considered a state of high 

presence (Nunez & Blake, 2001). 

4.4.2 Failures of presence: Breaks and drifts 

A unique feature of the CLCC model is its inclusion of both a stimulus attenuator and 

working memory allows the CLCC model to explain presence as a binary and a 

graded experience. The binary character of presence (as occurs during a break in 

presence; Slater & Steed, 2000) can be explained as occurring at the stimulus 

attenuator level – recall that stimuli which widely violate the semantic bias of the 

system are allowed to enter processing (to keep the model adaptable to changing 

environments). The large degree of mismatch between the new stimulus and the 

current construction will triggers a rapid reconstruction of the environment (a break in 

presence), which will effectively end the presence experience. 
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However, presence can also fail due to a number of other reasons – preoccupations 

(Slater & Steed, 2000), a competing second task (Freeman et al., 2000), or a simple 

case of the subject becoming bored with the content (Wirth et al., 2007). Such 

situations are associated with a gentle decrease of the presence experience, in what 

might be termed a ‘drift out of presence’. Under these conditions, the subject has 

begun to allocate working memory to processes other than cognition in the VE 

(working out the monthly grocery budget, the mental gymnastics required by the 

second task, etc.). As less working memory is allocated to processing the VE, a less 

detailed construction of the VE will result. This in turn gives a reduced semantic bias, 

fewer inferences about the VE, and a lower likelihood of VE-relevant action. If this 

competition continues, it may lead the subject to stop being present altogether (this 

could occur when no working memory is assigned to processing the VE, such as when 

sensory stimuli are missing, or when working memory is overloaded with other tasks). 

Evidence for such a drift phenomenon could be taken from an interference or 

simultaneous loading task study (as used by Baddeley, 1986). Unfortunately, most of 

the studies which look at the effects of task performance on presence (for instance, 

Bystrom & Barfield, 1999) do not manipulate task difficulty, so there is no direct 

evidence for this claim (see Welch, 1999 for an elaboration of this argument). 

4.5 The immersion-presence relationship 

An important general finding in the literature is that higher degrees of immersion lead 

to more intense presence experiences (see section 3.3.1.3 in chapter 3 for a review of 

some of the evidence). Predicting this relationship is arguably the most basic validity 

requirement for any presence model, given the amount of evidence supporting the 

relationship. The CLCC model is able to explain the immersion-presence relationship 

in a way similar to other models – by considering how attention and resources are 

allocated (Biocca, 2003; Slater, 2002; Waterworth & Waterworth, 2001; Wirth et al., 

2007). More immersive systems effectively decrease the number of stimuli which 

encode non-VE attributes (Slater, 1999). This affects multiple levels of the CLCC 

model. First, because there are fewer stimuli competing with the existing semantic 

bias, more working memory will be available for processing the VE. Second, the 

effective amount of capacity available for processing the VE is increased by virtue of 

the fact that semantically related material can be chunked together (Baddeley, 1986); 

in an immersive system, most of the information arises from the same virtual objects 
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and will therefore be highly semantically consonant. Third, the existence of fewer 

non-VE related temporary structures implies a decreased probability that the model 

will require a reconstruction to deal with an unexpected stimulus. The dominance of 

VE related temporary structures in working memory will lead to an increase in the 

number of VE related active knowledge clusters active in declarative memory, and 

thus an increase in the overall VE-related semantic bias. This translates to increased 

expectations related to the VE, more inferences about the environment which are 

semantically consistent with the content of the VE, and therefore a more intense 

presence experience.  

4.6 Forms of presence beyond spatial 

A number of models restrict themselves to explaining only spatial forms of presence 

(such as the environment selection and MEC models of presence – Slater, 2002; Wirth 

et al., 2007). However, as argued in section 2.2 of chapter 2, many researchers who 

define or measure presence consider it to be a complex, multi-factor construct (see for 

instance Lessiter et al., 2001; Lombard & Ditton, 2004; Witmer et al., 2005). The 

CLCC model allows the explanation of both spatial presence, and other forms of 

presence such as engagement and naturalness (Lessiter et al., 2001; Lombard & 

Ditton, 2004). It should be noted, as outlined in section 2.6, that the current form of 

the CLCC model is, for reasons of expediency, a model of individual forms of 

presence, and although it may hold true for social forms of presence, has not been 

validated for those phenomena. 

 

Engagement, the sense of psychological involvement with the VE content (Lessiter et 

al., 2001) can be explained by considering semantic networks in declarative memory. 

When processing a scene, knowledge clusters which are semantically related to the 

scene will become active and spread their activation to similar clusters. The more 

extensive these networks, the more thoughts and experiences will be associated by the 

subject with the scene, which will give a greater sense of personal connection to the 

scene. The model reflects the suggestion by Wirth et al. (2007), that engagement with 

an environment is a function of higher-order cognitive involvement. It should be 

noted however, that enjoyment is not a necessary consequence of this process (as 

suggested by Lessiter et al., 2001) – if the subject’s experiences with the content are 

negative, then the experience can be a negative one – evidence of this comes from 
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Rothbaum et al. (1999; , 2001), who showed that subjects suffering from post-

traumatic stress disorder experienced anxiety and negative affect when experiencing a 

VE of the situation which brought about their trauma; and by Robillard (2003), who 

showed that subjects suffering from a phobia experienced both increased PQ scores 

and anxiety when entering a VE containing the object of their phobia. 

 

Naturalness, the sense that the content of the VE is lifelike or realistic (Lessiter et al., 

2001), operates similarly to engagement. Unlike engagement, which is an automatic 

reaction to content, naturalness requires an implicit comparison of the content of the 

scene with previous knowledge of the content to determine its realness. This 

comparison is done automatically by the CLCC model. Recall that when activation 

spreads in declarative memory, knowledge clusters are activated to varying degrees. 

Sometimes a knowledge cluster is activated, but not enough to be expressed as 

conscious in a temporary structure in working memory. This condition represents an 

implicit expectation, which can be matched (i.e. activated to consciousness) or not 

matched by incoming sensory data from the stimulus attenuator (similar to extended 

presence - Riva & Waterworth, 2003). A large number of these unmatched 

expectations in the model will give the subject a sense that the scene is unfamiliar or 

unusual. However, if the scene matches these expectations, they will have a sense that 

the scene is complete, familiar and realistic.  

4.7 How the model deals with the five problems 

To demonstrate the theoretical validity of the CLCC model relative to the models 

reviewed in chapter 3, the following section will examine how the CLCC model 

explains each of the five presence problems used in section 3.1 in chapter 3. 

4.7.1 The book problem 

Presence in the CLCC model is characterized by temporary structures in working 

memory devoted to processing the VE, and a model-wide semantic bias exerted from 

declarative memory. This state can be equally achieved either from information from 

the folk physics (or folk psychology) modules, or the media decoders. As media 

decoders are learned structures, this implies that presence can arise practically from 

any information encoding source, including books. This explains the first part of the 

book problem – how books (or any low immersion medium) can lead to presence. The 
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second part of the book problem is why books lead to consistently less intense 

presence experiences. This can be understood as part of the presence-immersion 

relationship described in 4.5 above. Unlike the folk physics and folk psychology 

modules (which have dedicated neural circuits for processing) media decoders need a 

particular amount of working memory for decoding. This means that less working 

memory capacity will be available for temporary structures, and therefore a reduced 

semantic bias in favour of the VE, resulting in reduced presence.  

4.7.2 The physical reality problem 

For this problem, one must examining how working memory is allocated, and how the 

semantic bias affects the stimulus attenuator. When someone is lost in their thoughts, 

they are involved mostly in top-down processing (Biocca, 2003). As declarative 

memory feeds directly down into working memory, it is possible to have temporary 

structures formed only from semantic information. Thus, two possible scenarios exist 

for someone not processing the outside environment: The first is if the subject is 

engaged in semantic processing that requires so much capacity that none is left to 

allocate to perceptual stimuli arriving from the stimulus attenuator (as would occur 

with a particularly difficult task). In the second scenario, the subject is not engaged in 

a difficult task, but the semantic content which is being processed is associated with a 

vast network of knowledge structures in declarative memory (as would occur when 

someone is lost in recalling personal experiences, or lost in a paracosm of their own 

making – Cohen & MacKeith, 1991). Under these conditions, the high degree of 

knowledge structure activation leads to an unusually specific semantic bias fed down 

to the stimulus attenuator, such that almost all incoming stimuli are recognized as 

irrelevant, and thus filtered out. 

4.7.3 The dream state problem 

In the CLCC model, the presence experiences during dreaming can be explained in a 

similar way to the physical reality problem – temporary structures are formed in 

working memory using only top-down activation from declarative memory. The 

difference is that unlike during waking presence, activation of the knowledge clusters 

does not come from external stimulation or by willful act (both of which do not occur 

while dreaming); rather the activation of knowledge clusters during dreaming comes 

from random activation of declarative memory which occurs naturally during REM 
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sleep (Hobson et al., 2000). Once this random activation has led to the creation of 

active knowledge clusters, this can be fed down towards working memory to form 

temporary structures and a semantic bias in the model. 

4.7.4 The virtual stimuli problem 

This problem poses that virtual stimuli (stimuli which arise from a virtual 

environment) and ‘real’ stimuli are in fact the same, as they all arrive as physical 

energy at the subject’s sensory organs without information of their origin. The 

problem is how a subject can select a subset of these stimuli and process them as if 

they compose a coherent environment. The CLCC model is capable of explaining the 

virtual stimuli problem completely. Stimuli are selected for further processing by the 

stimulus attenuator, and they will be added to one or more temporary structures in 

working memory. It is only once the stimuli are adopted into a temporary structure 

that they acquire semantic meaning (such as “real” or “virtual”). Note that as a 

particular semantic bias takes over the model, expectation-based processing increases, 

and all stimuli are more likely to be interpreted as belonging to the semantic 

construction, and incongruent stimuli are less likely to be allocated working memory 

capacity. Therefore, as long as the VE display contains semantic coherence, it will be 

incorporated into a small set of temporary structures, and will be experienced as a 

coherent environment, discreet from other environments which may have their own 

constructions encoded by other temporary structures.  

4.7.5 The inverse-presence problem 

The essence of this problem is that the subject experiences a real experience as 

mediated. As discussed in chapter 3, none of the extant presence models are able to 

explain this problem adequately, making it a significant theoretical hurdle. An 

important clue to solving this problem is noting when it occurs – usually under 

conditions of extreme violence, beauty or drama (Timmins & Lombard, 2003). These 

are situations which most subjects have probably only experienced through some 

mediation technology (such as film or television). If it is indeed the case that subjects 

experience inverse presence when encountering situations with which they have more 

mediated than unmediated experience, then the CLCC model is well able to explain 

the phenomenon. Consider an example of a subject experiencing a car accident, 

something which they have experienced only in films and television programs. Recall 
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that semantic meaning is derived from previous experience encoded in declarative 

memory. As the car accident is more closely associated with mediation, the 

experience itself will be closely semantically associated in declarative memory with 

features of mediation (such as the sense of being an observer rather than an actor) and 

therefore create expectations associated with the mediated experience (such as waiting 

for dramatic music to play). A subject who is in a VE experiencing something 

ordinary can feel present because their expectations and semantic associations are 

linked to other non-mediated experiences. The unfortunate subject in the car crash 

experiences the opposite - a real event triggers expectations and semantic associations 

which are linked to mediated events. It is important to note that in the CLCC model, 

no experience or event is tagged as ‘real’ or ‘virtual’ – this occurs implicitly by the 

associative nature of declarative memory. If an event that is normally associated with 

non-mediation occurs due to stimuli from a mediated source, then this is a potential 

source of presence; whereas if an event that is normally associated with mediation 

occurs, then this is a potential source of inverse presence.  

 

4.8 Conclusion 

This chapter has detailed the capacity limited, cognitive constructionist model of 

presence, in which a subject constructs their own experience of an environment based 

on perceptual and semantic data, while being constrained by the limits imposed by 

working memory. This chapter has argued that the CLCC model can explain Lombard 

& Ditton’s (1998) concept of presence and that it can predict forms of presence 

beyond spatial (such as engagement and naturalness). Furthermore, the model is 

unique in that it can, by combining working memory with an attention filter, explain 

presence as a continuous and binary phenomenon simultaneously.  

 

The theoretical validity of the model was evaluated in two forms: First, by 

considering the model’s ability to explain the well-established presence-immersion 

relationship; and second, from the model’s ability to explain the five theoretical 

problems in presence (which none of the models surveyed in chapter 3 was able to do 

satisfactorily). Although the CLCC model shows a high degree of theoretical 

coherence, some important aspects require empirical validation. In particular, the role 

of limited capacity in the model, and the importance of semantic coherence for the 
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presence experience have not been thoroughly investigated in the literature. The 

following part of the dissertation will present a set of empirical studies which aim to 

provide evidence for the validity of the CLCC model as a whole. 
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Part II: 
Empirical evaluation of the 

CLCC model 
 

 

 

 

 

 

 

 

 

 

 

 

This part of the dissertation presents six empirical studies (using data from 1080 

subjects) which were designed and conducted to evaluate specific aspects of the 

CLCC model. Studies 1, 2 and 3 (in Chapters 5, 6, and 7 respectively) examined the 

role of working memory and attention (capacity limits) in the presence experience in 

laboratory studies. Studies 4 and 5 (in Chapters 8 and 9) are two on-line surveys 

conducted on computer gamers (as expert user populations) to determine the role of 

cognitive styles and content expectation on presence. Finally, Study 6 (in Chapter 10) 

presents a laboratory experiment which manipulated content and non-diegetic music 

to examine the role of semantic coherence in presence. 
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Chapter 5: Study 1 - Effects of working memory 

load on presence 
A major component of the CLCC model of presence is the working memory module, 

and therefore working memory effects (and the associated capacity limits effects) are 

of interest. As detailed in 4.3.3 in chapter 4, the inclusion of working memory in a 

model of presence is a novel theoretical contribution, and there is thus no empirical 

data in the literature to support that aspect of the model. This chapter describes an 

experiment to evaluate the role of working memory on presence, by adapting the 

working memory dual task paradigm developed by Baddeley (1986) to run in a virtual 

environment. 

5.1 The working memory dual task paradigm 

Baddeley (1986) developed a simple experimental paradigm for investigating if 

working memory plays a role in some particular task, and for uncovering which of the 

two working memory systems is involved in the task. The logic behind the paradigm 

is simple: if a task uses working memory, performance on that task should degrade if 

not enough working memory is available to complete it; and because the amount of 

working memory available is finite, one can create a condition of reduced working 

memory by giving a subject a concurrent interfering task. In a classic example, 

Baddeley and Lieberman (1980) had subjects remembering a list of words using either 

a verbal or a spatial mnemonic, while simultaneously performing a spatial task. The 

results showed that those subjects using the spatial mnemonic had poorer performance 

than those using the verbal mnemonic, indicating that spatial and verbal working 

memory were separate systems. By manipulating the degree of working memory load 

provided by the loading task (such as by altering the length of the number to be 

recalled), it is possible to examine how much working memory a particular task 

requires (Baddeley, 1998). 

 

The present study used this paradigm: subjects are placed into one of two conditions 

(spatial loading task or verbal loading task), and then given one of four different 

levels of working memory load. This design allows the exploration of whether 

presence makes use of verbal or spatial working memory (or both or none), and also 

the degree of working memory required for presence in the given environment. 
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5.2 Predictions about working memory made by the CLCC model  

As this study is specifically designed as a test of a component of the CLCC model, it 

is necessary to provide a set of predictions made by the CLCC model for a dual task 

situation where one of the tasks is experiencing presence. The following predictions 

can be made: 

 

1. Performance on the main task will degrade as a function of loading task difficulty 

– The traditional loading task used in this paradigm is a list recall task. Because a 

longer list requires more working memory to store, longer lists are more likely to 

have recall errors than shorter ones (this is referred to as the word length effect – 

Baddeley et al., 2002). This is predicted by the working memory nodes of the 

CLCC model, but this effect is expected whether the subject is experiencing 

presence or not; it should be considered as a secondary prediction, not central to 

providing evidence for the CLCC model. 

 

2. Working memory load will negatively affect presence – The CLCC model 

proposes that presence occurs when the construction of the virtual environment 

becomes so extensive (in terms of temporary structures and active knowledge 

clusters), that it dominates as the basis for inference and behaviour. In order for 

this to occur, temporary structures must be created in working memory, to provide 

a coherent bridge between top-down and bottom-up data. Furthermore, the CLCC 

model predicts that the more temporary structures dedicated to processing the VE 

are present in working memory, the more intense the presence experience will be, 

as they will allow for the activation of more knowledge clusters, and therefore a 

wider range of VE-consistent inferences. Therefore, the CLCC model predicts that 

loading a subject with a working memory loading task while experiencing an 

environment will lead to a presence experience which is impoverished as a 

function of the load imposed by the second task. 
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3. Working memory load will affect cognitively higher forms of presence (such as 

engagement) more than spatial presence – The CLCC model proposes that 

presence occurs partly as a consequence of activation spreading between 

temporary structures in working memory and active knowledge clusters in 

declarative memory, in order to provide semantic meaning. According to the 

model, spatial presence occurs due to low-level cognitive processes which decode 

the sensory stimuli and create a mental model of the space in temporary structures 

in working memory. However, the existence of these temporary structures leads to 

activation of semantic information in declarative memory which feeds back down 

to working memory to create further temporary structures, which encode 

progressively more semantic information about the environment. Therefore, the 

CLCC model predicts that spatial presence requires less working memory than the 

higher cognitive forms of presence such as engagement and naturalness. This 

means that when the subject is faced with a working memory loading task, they 

will experience a greater reduction in their engagement and the naturalness of the 

experience than in their spatial presence.  

 

4. Loading the visual WM system should impact spatial presence more than 

cognitively higher forms of presence (such as engagement), but loading the verbal 

WM system should affect cognitively higher forms of presence more than spatial 

presence – This prediction follows prediction 3 above. Because semantic 

information is modeled as playing a larger role in engagement and naturalness 

than in spatial presence, it is predicted that these forms of presence will make 

more use of verbal working memory (which is associated with semantic 

processing – Carpenter & Just, 1989); conversely, because spatial presence deals 

more with creating a spatial model primarily from visual information, it is 

predicted that spatial presence will make more use of spatial working memory. 

The CLCC model therefore predicts that a spatial loading task will negatively 

affect spatial presence more that than engagement or naturalness; while a verbal 

loading task will more negatively affect engagement and naturalness than spatial 

presence. 
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5.3  Sample 

Undergraduate psychology students were offered course credit for participating. A 

total of 177 students participated - 141 women and 36 men. The mean age of the 

subjects was 21.3 years (S = 3.23). The sample was asked to self-rate their computer 

experience, game playing experience, and knowledge of virtual reality, each on a 6 

point scale (0 = no knowledge/experience, 5 = expert) as well as video game playing 

frequency (0 = never play, 5 = play once a day). The sample can be considered as 

novices in all these variables (see Table 5.1 below). 

 

 M SD 

Computer experience 1.615 0.592 

Game playing experience 0.203 0.807 

Game playing frequency 0.740 0.746 

Knowledge of VR 0.316 0.585 

Table 5.1: Sample expertise and experience of VR technology 

5.4 Apparatus 

The study ran in a dedicated room with five desktop computers, each with the same 

hardware configuration (see Table 5.2 below). This produced a measured update rate 

on the environments which ranged between 17Hz and 28Hz. The room was made dark 

for the duration of the study. The computers were separated by partitions such that 

each subject could only see their own display. 

 

Hardware Used 

Display: 17” Samsung Syncmaster 750 CRT 

Graphics card: GeForce 6200, 128MB RAM 

Processor: Intel Pentium 4, 2.8GHz 

RAM: 512MB, DDR333 

Input devices: Keyboard and optical mouse 

Sound: Stereo, by headphone 

Table 5.2: Hardware specification of the desktop machines used 
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5.4.1 Virtual environments 

Two VEs were used in the study – a training VE used to familiarize subjects with the 

system and mode of interaction, and a main VE in which the study was conducted. 

The training VE (see Figure 5.1 below) consisted of eight rooms spread over two 

levels, and contained two panels and locked doors (see 5.6 below) for the subjects to 

practice with.  The main VE represents a modern hospital spread over 4 floors. Apart 

from the subject, the VE is deserted (see figures 5.2 and 5.3 below). 

 

The VEs were rendered using the Genesis3D engine (http://www.genesis3d.com), at a 

resolution of 1024x768x32. The system also presented spatialized environmental 

audio (through stereo headphones), and the subject could hear their footsteps in the 

VE as they walked. Control in the VE was by means of the keyboard and mouse, 

using the Quake Keys control method (Dalgarno & Scott, 2000).  

5.5 Procedure 

The experiment ran over a period of four weeks. Subjects arrived at the study venue, 

and the researcher explained that the study was looking at psychological aspects of 

virtual reality. Subjects were then randomly assigned to one of the eight experimental 

conditions (see 5.6 below for the design). Subjects were given an introductory 

questionnaire measuring biographical information, and their level of experience with 

VR related technology.  

 

They were then introduced to the training VE and shown how to use the controls and 

given practice on the experimental task (see 5.6 below).Once the researcher had 

determined that the subjects were proficient in navigating around the VE and in 

performing the experimental task, the training session was ended – this took no more 

than five minutes.  
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Figure 5.1: Image from the training VE – the grey door on the left is to practice 

the door opening task. 

 

 

Figure 5.2: Image from the hospital environment 
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Figure 5.3: Image from the hospital environment 

 

 The subjects were then given a brief scenario on paper for their experience (see 

appendix E for the scenario text) – they were told that they were construction workers 

accidentally locked on the top floor of a hospital they were working at, and their task 

was to proceed to the bottom floor of the hospital building, where they could leave the 

building. The subjects then donned headphones, and the main VE was started. The 

subjects performed the experimental task in the VE for 15 minutes. After this, the 

subjects were given the ITC-SOPI, followed by a measure of their working memory 

capacity (see measures below for a detailed description of measures). As the measures 

of working memory used are stable and immune to manipulation effects (Baddeley, 

2000), it was not necessary to counterbalance the order of the measures.   

5.6 Experimental task 

The subjects were given a working memory loading task (rehearsal and recall of lists 

of random strings of information) to perform during the VE experience, based on the 

tasks used by Baddeley et al. (Baddeley, 1986; Baddeley et al., 2002).  Two versions 

of the task were created, one for each of the two working memory systems – one 

loaded the spatial system (the visuospatial sketchpad), and the other loaded the verbal 

system (the phonological loop). Each of these tasks was crossed with four different 
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levels of load (3, 4, 5 or 6 chunks), to create a 2x4 factorial design. Each subject was 

randomly placed into one of the eight resulting conditions (see Table 5.3 below for the 

number of subjects used in each condition). Both factors (WM load and WM system 

loaded) are between-subject factors, with each subject contributing data to only one of 

the eight cells. 

 

WM load (chunks required to complete 

task) WM system loaded 

3 4 5 6 

Verbal (phonological loop) 23 24 26 20 

Spatial (visuospatial sketchpad) 20 20 24 20 

Table 5.3: Study design and number of subjects randomly assigned into each 

condition 

 

The task was to navigate through the environment by opening locked doors. The VE 

was created so that only one particular path led from the starting point on the top floor 

to the exit in the basement level. Along this path, 15 locked doors were placed. The 

doors could be opened by typing in a code sequence (randomly determined, and its 

length corresponded to the load level of the task). The codes could be found by 

accessing panels placed in the VE at some distance from the doors. The subjects thus 

had to search for the panels; obtain the code, and rehearse it in working memory while 

they navigated to the door, and then use the code to open the door. If the subject had 

forgotten the code when they reached the door, they had to return to the panel to get 

the code again. The VE was structured so that there was only ever one available panel 

for the next locked door – this way, subjects only had to rehearse a single code at a 

time. Panel access and code input was done by clicking on on-screen buttons with the 

mouse; subjects stopped next to either a panel or door in the VE, and pressed the left 

mouse button to being up the panel or door interface. 

 

The lock and panels used either number strings (verbal load condition) or a grid of 

unmarked buttons (spatial load condition). Each lock type is analogous to standard 

working memory procedures used by Baddeley (Baddeley, 1986; Baddeley et al., 

2002) as working memory loading tasks. In the digit span task, the subject is given 
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random digit strings which they must repeat after a delay; the load of the task is the 

length of the string. In the block tapping task, the subject is shown an array of similar 

cubes, and a sequence is tapped out on them. The subject must then repeat sequence 

by tapping the blocks after a delay; the load of the task is the length of the tapping 

sequence (Baddeley, 1986; Nelson et al., 2000; Vandierendonck et al., 2004).  

 

 

Figure 5.4: Panel providing the verbal code (length of 3) 

 

The VE system recorded the number of successful and failed attempts at opening each 

door, as a measure of task performance. In the case of the verbal condition, a different 

font was used in the panel and the lock; this ensured that subjects could not use the 

shape of the numbers (and thus make use of spatial working memory) to recall the 

code. No digit was used more than once in a code. Figure 5.4 below shows the verbal 

condition panel interface, and Figure 5.5 shows the verbal condition door interface. 

 

In the spatial load condition, a square grid of 3x3 buttons was used. In the panel, the 

code sequence was played back (each button was illuminated for one second, with a 

250 millisecond delay between buttons), and the subject could watch the sequence as 

many times as they wished by clicking the ‘show’ button on the panel. No block was 

used more than once in the code sequence. In the door interface, the subject had to 
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click the sequence in order to open the door – buttons remained lit as the subject 

clicked the code. Figure 5.6 shows the spatial load condition panel interface, while 

Figure 5.7 shows the spatial condition door interface. 

 

 

Figure 5.5: Lock for the verbal code (note a different font is used from the panel) 

5.7 Measures 

The main dependant variable (presence) was measured using the ITC Sense of 

Presence Inventory (ITC-SOPI - Lessiter et al., 2001). The choice of this measure is 

discussed in 2.6 in chapter 2. This questionnaire measures four factors of the presence 

experience: Spatial presence, engagement, naturalness and negative effects. These are 

defined as follows (from highest to lowest degree of variance explained): 

 

Spatial presence: A sense of physically being in the VE, and of interaction 

with the objects in the VE.  

 

Engagement: A sense of psychological involvement and a tendency to 

enjoy the VE experience. 

 

 Naturalness: A sense that the VE is believable and lifelike, or realistic.  
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Negative effects: Negative physiological reactions to the VE experience 

such as dizziness, eyestrain and headaches. 

 

The ITC-SOPI is a particularly useful measure in that each of the factors provides a 

separate score for the experience. It is thus possible to independently examine effects 

on particular aspects of the presence experience.  

 

As a control for individual differences in working memory capacity (Cowan, 2001), 

subjects were measured with two measures of working memory capacity: The digit 

span task with immediate recall (Waters & Caplan, 2003) which is a measure of 

verbal working memory capacity, and the Corsi block-tapping test with immediate 

recall (Vandierendonck et al., 2004) which is a measure of spatial working memory 

capacity. Both of these measures are considered to be valid and reliable for 

experimental use (Moye, 1997; Waters & Caplan, 2003). The digit span task presents 

subjects with a string of digits, which they must rehearse over a short delay and then 

repeat. The length of the string begins at three, and is increased by one digit if the 

string is correctly repeated. If the subject makes an error, a new string of the same 

length is given. When the subject makes two errors in a row, the test is complete – the 

length of that string is the subject’s verbal working memory capacity.  

 

The Corsi block tapping test is similar: A number of blocks is placed before the 

subject, and a sequence is tapped out on the blocks. The subject must then repeat the 

sequence. The length of the sequence increases on successful repetition, and the test 

completes when two errors in a row are made. All measures were implemented as 

computer-based tests. 
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Figure 5.6: The panel showing the spatial code. The sequence of blocks is shown 

illuminated, and the sequence can be repeated using the ‘show’ button. 

 

 

Figure 5.7: The lock for the spatial load condition. The green blocks have 

already been clicked by the subject. 
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5.8 Analysis & results 

5.8.1 Effectiveness of randomization  

There was no difference among the eight conditions on spatial working memory 

capacity (F(7, 169) = 0.972, p < 0.453) or verbal working memory capacity (F(7, 169) 

= 0.819, p < 0.572). Similarly, there were no differences between the conditions in 

terms of computer experience (F(7, 169) = 1.768, p < 0.093), game playing 

experience  (F(7, 169) = 1.049, p < 0.398), game playing frequency (F(7, 169) = 

1.154, p < 0.332) and knowledge of VR (F(7, 169) = 1.307, p < 0.250). The number 

of subjects in each condition (shown in Figure 5.3 above) indicates an even 

distribution of subjects (χ
2
 = 0.195, p < 0.978). Although there are a 

disproportionately high number of women subjects (79%), a contingency table 

analysis shows that the male subjects were evenly distributed among conditions (χ
2
 = 

0.198, df = 3, p < 0.978).  

5.8.2 Evaluation of experimental manipulation 

To establish that the working memory manipulation was successful, an examination 

of task performance (number of doors opened during the 15 minute exposure) was 

conducted. A one-way analysis of variance using the WM load condition as 

independent variable and task performance (number of doors opened) as dependent 

variable shows no significant difference between load conditions (F(3, 173) = 2.208, p 

< 0.08), although the means profile (Figure 5.8 below) shows a downward linear trend 

which may indicate that the task difficulty manipulation was partly successful. 

 

The lack of difference among conditions may have been attributable to individual 

differences in working memory capacity. To control for this, effective working 

memory load was calculated for each subject. This is defined as the experimentally 

imposed load divided by the subject’s measured working memory capacity. Note that 

effective memory load is dependent only on the load condition the subject was placed 

in, and the non-loaded portion of working memory would have been available to use 

in presence processing. The average effective working memory load for the spatial 

load condition was 0.850 (85% of WM loaded by the task), while for the verbal load 

condition it was 0.517 (51.7% of WM loaded by the task). The difference between 

these is significant (F(1, 174) = 94, p < 0.0001), indicating that the verbal condition 
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task was easier than the spatial condition task. Using this effective load as a predictor 

of task performance in a linear regression gives a significant model (F(1, 174) = 

39.706, p < 0.0001, R
2
 = 0.185). This indicates that controlling for individual 

differences in working memory capacity, the manipulation of task difficulty was 

successful, although the manipulation was weaker than one would have liked – 

ideally, the manipulation would have been strong enough to interfere with task 

performance irrespective of individual differences.  

 

Vertical bars denote 0.95 confidence intervals
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Figure 5.8: Task performance as a function of working memory load, showing 

the effect of the experimental manipulation (note that the ANOVA result is not 

significant: p < 0.08) 

5.8.3 Effect of working memory load on presence 

The data were analyzed with a set of general linear models (GLM), which is similar to 

a multiple regression analysis, but allows the modeling of a single continuous 

dependent variable using a mix of continuous and categorical predictors (Hastie & 

Tibshirani, 1997; Neter et al., 1988). Each of the ITC-SOPI factors was modeled 

using the working memory system being loaded (spatial and verbal), and the effective 

working memory load as predictors. This analysis was preferred over using a 2-way 

analysis of variance using working memory system loaded and manipulated working 
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memory load as factors, because as argued in 5.8.2 above, effective working memory 

load is a more sensitive measure of the working memory manipulation than the load 

condition.  

5.8.3.1 ITC-SOPI spatial factor 

The Cronbach’s alpha for this factor was 0.93. For this factor, the main model is not 

significant: F(2, 173) = 0.439, p < 0.645. See Table 5.4 below for partial effects (the 

intercept results have been excluded from the table for the sake of clarity).  

 

Effect df F p 

Effective WM load 1 0.639 0.425 

WM system 1 0.006 0.937 

Table 5.4: GLM results for the ITC-SOPI spatial factor. Intercept has been 

excluded for clarity. 

5.8.3.2 ITC-SOPI engagement factor 

The Cronbach’s alpha for this factor was 0.89. For this factor, the overall model is 

significant: F(2, 173) = 3.876, p < 0.022, R
2
 = 0.041. See Table 5.5 below for partial 

effects (the intercept has been excluded from the table for the sake of clarity). The 

analysis of predictors shows that WM system is the only significant predictor, 

showing a higher average score for the spatial load condition (M=3.438) than for the 

verbal condition (M=3.102). This difference of 0.336 points is modest if taken in the 

context of scores obtained for the engagement factor as a whole: they ranged between 

1.461 and 5.000, with a mean score (across all conditions) of 3.270. 

 

Effect df F p 

Effective WM load 1 0.812 0.369 

WM system 1 7.054 0.008 

Table 5.5: GLM results for the ITC-SOPI engagement factor (significant 

predictors highlighted). Intercept has been excluded for clarity. 

 

5.8.3.3 ITC-SOPI naturalness factor 

The Cronbach’s alpha for this factor was 0.82. For this factor the overall model is 

again significant: F(2, 173) = 3.208, p < 0.043, R
2
 = 0.035. See Table 5.6 below for 
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partial effects (the intercept results have been excluded from the table for the sake of 

clarity). The analysis of predictors shows that WM system loaded is the only 

significant predictor, showing a higher average score for the verbal condition 

(M=3.267) than for the spatial load condition (M=2.938). As with the engagement 

difference shown above, this difference of 0.329 points is modest if taken in the 

context of scores obtained for the naturalness factor: they ranged between 1.000 and 

5.000, with a mean score (across all conditions) of 3.121. Note however, that the 

direction of the difference is reversed with respect to the result in engagement; for 

naturalness, it is loading spatial working memory which leads to lower scores.  

 

Effect df F p 

Effective WM load 1 0.005 0.943 

WM system 1 4.332 0.038 

Table 5.6: GLM results for the ITC-SOPI naturalness factor (significant 

predictors highlighted). Intercept has been excluded for clarity. 

5.8.3.4 ITC-SOPI Negative effects factor 

The Cronbach’s alpha for this factor was 0.89. For this factor, the main model is not 

significant: F(2, 173) = 0.010, p < 0.989. See Table 5.7 below for partial effect sizes 

(the intercept results have been excluded from the table for the sake of clarity).  

 

Effect df F p 

Effective WM load 1 0.021 0.885 

WM system loaded 1 0.004 0.949 

Table 5.7: GLM results for the ITC-SOPI negative effects factor. Intercept has 

been excluded for clarity. 

5.9 Discussion 

5.9.1 Support for CLCC predictions 

In terms of the predictions made by the CLCC model in 5.2 above, the results suggest 

the following: 
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1. Performance on the main task will degrade as a function of loading task difficulty 

– The negative relationship between task performance (number of doors opened 

inside the 15 minute period) and the effective working memory supports the 

prediction. This indicates that the experimental manipulation was successful (as 

measured by effective working memory load).  

 

2. Working memory load will negatively affect presence – In general terms, the 

evidence does not support this prediction. Effective working memory load did not 

predict any of the four ITC-SOPI factors. The lack of a finding cannot be 

attributed to an ineffective manipulation of working memory load, because the 

effective working memory load measure successfully predicted task performance 

(see prediction 1 above). Furthermore, the extremely small effect sizes of effective 

working memory load on the four ITC-SOPI factors suggests that the lack of a 

significant finding is not simply an issue of low statistical power; it would seem 

that if the effect exists at all, it would be extremely small. This contradicts the 

CLCC prediction, which sees working memory allocation as playing a major role 

in presence. This would seem to suggest that if working memory is involved in 

presence, it either plays a minor role, or no role at all. 

 

3. Working memory load will affect cognitively higher forms of presence (such as 

engagement) more than spatial presence – This prediction was partly supported. 

The spatial factor had a non-significant model, but the engagement and 

naturalness factors were predicted by the working memory system loaded. In both 

of these higher order forms of presence, loading one of the systems led to a 

modest increase (see 4 and 5.9.2 below). As with the previous prediction, the 

CLCC model suggests that a large difference in the amount of working memory 

used by these forms of presence should exist, but the data shows that the 

difference is quite small.  

 

4. Loading spatial working memory should impact spatial presence more than 

cognitively higher forms of presence (such as engagement), but loading verbal 

working memory should affect cognitively higher forms of presence more than 

spatial presence – This prediction was partly supported by the data. Engagement 

showed a modest (but significant) interference effect when the verbal system was 
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loaded, as predicted by the CLCC model. Spatial presence showed no difference 

between the working memory systems loaded, while the higher order forms of 

presence (engagement and naturalness) showed a difference between the working 

memory systems loaded, but in the opposite direction predicted by the CLCC 

model.  

5.9.2 Effect of working memory system loaded 

Loading each of the working memory systems has an extremely interesting effect on 

the cognitively higher forms of presence (engagement and naturalness), which 

provides some support for the CLCC model. Engagement behaved as predicted by the 

model: due to the degree of semantic involvement (and therefore a need for 

phonological loop space as a processing space), rehearsal of the digit code produced 

an interference effect and lowered engagement scores. Unfortunately, there was no 

effect of effective load on engagement, which would have provided unequivocal 

support. Naturalness also produced an interesting interference effect, although for this 

factor it was loading spatial working memory that led to interference. This suggests 

that naturalness makes more use of spatial than of verbal working memory. This 

finding is in fact supported by the CLCC model – recall (see section 4.6 in chapter 4) 

that naturalness is thought to exist in the model as a set of implicit expectations in 

active memory clusters. If these expectations are met by incoming perceptual data, 

then a sense of naturalness in the VE will result. An examination of the model 

architecture reveals that the interface between perceptual data (arriving from the 

stimulus attenuator) and active knowledge clusters is the temporary structures in 

working memory. The data from this study suggests that the temporary structures 

which allow these implicit expectations to be met are primarily formed in spatial 

working memory.  

5.9.3 Overall lack of working memory effect on presence  

The lack of working memory effects on presence suggested by these data is 

surprising. Although working memory has not been incorporated into any previous 

presence models, this result does in fact contradict a large body of literature. 

Essentially, the design of this study introduces progressively more aggressive 

attention distractions. According to the environment selection model (Slater, 2002), 

distractions should increase the likelihood of a break in presence and lead to a 
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reduction in presence. The three-pole model (Biocca, 2003) predicts that the mental 

rehearsal task will shift presence towards the mental pole, and thus away from a zone 

of undivided presence. According to Waterworth & Waterworth’s FLS model (2001), 

a mental rehearsal task should lead to the focus dimension turning inwards, and due to 

the repetition of the rehearsal task, a reduction in sensus, which in turn will decrease 

focused presence. Finally, the MEC model (Wirth et al., 2007) would predict that a 

distracter of this form would interfere with presence at two levels: first, it would pull 

away automatic attention and therefore interfere with SSM construction; and 

secondly, it would interfere with the attentive aspects of ERF hypothesis testing, and 

thus reduce the probability of the VE SSM being selected as the PERF. However, 

none of the four presence factors tested showed any differential effect as a function of 

working memory load. Although this may suggest that the study was somehow 

profoundly flawed, there is one study, by Lee, Kim & Lee (2004a) which partly 

corroborates the findings. In that study, subjects were given either given a counting 

task (similar to our phonological loop loading task) or not, and placed to navigate in 

one of three VEs, which differed in terms of fidelity. Subjects were measured using 

ten items from Witmer & Singer’s Presence Questionnaire. Like out study, they found 

that sustained attention (manipulated by the counting task) showed no effect on PQ 

scores. Furthermore, Lee et al. suggest that although they only evaluate spatial 

presence, attention may have an effect on what they term “non-spatial” forms of 

presence (such as engagement) – which again is consistent with the data of this study. 

They argue that this is because spatial presence makes use of low-level neural 

circuitry, while “non-spatial” presence involves other brain regions (that is, low-level 

and high-level cognition). This is conceptually compatible with the CLCC model, if 

one accepts that spatial presence may be mostly a function of the folk physics 

modules (as argued by K. M. Lee, 2004), and other forms such as engagement and 

naturalness involve an interaction between declarative memory and perceptual data.  

5.10 Conclusion 

In general, the study does not find a great deal of support for the working memory 

aspects of the CLCC model. The study shows that working memory plays no role in 

spatial presence, and a small role in cognitively higher order forms of presence. This 

lack of effect cannot be attributed to an ineffective manipulation of working memory 

load, as task performance was affected by working memory load in the expected 
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direction. However, the difference in difficulty between the spatial and verbal load 

conditions (the former loaded on average 0.850 of capacity while the latter loaded 

only 0.517 of capacity) is a problem. Presumably, the difference exists because of a 

sample effect. Because all the subjects used were psychology undergraduate students, 

it is likely that the amount of reading required by their courses has led them to 

develop strategies to maximize their verbal working memory (Baddeley, 2004; 

Carpenter & Just, 1989). Regardless of the reason, the difference between these 

conditions increases the difficulty of identifying working memory effects, because the 

average load of 0.517 may simply not be enough to introduce interference effects. 

Nevertheless, the phonological loop should play no role in spatial presence, so if 

working memory played a role in spatial presence, this should have appeared as an 

effective working memory load effect.  
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Chapter 6: Study 2 – Working memory use in a 

learned media decoder 
The previous study examined the role of working memory in presence, and found a 

role for working memory in the presence experience: Engagement showed 

interference when the subject experienced a concurrent phonological loop load, and 

naturalness showed interference when the subject experienced a concurrent 

visuospatial sketchpad load. However, these findings were modest, and smaller than 

those predicted by the CLCC model. Furthermore, the CLCC model predicted that 

interference effects would scale with the size of the concurrent loading task, but this 

phenomenon failed to appear in those data, even though the experimental 

manipulation was effective. 

 

One possible reason for the lack of a working memory effect in Study 1 was the type 

of media decoder being used by the subjects during the VE experience. Recall that the 

CLCC model proposes that all subjects have a set of media decoders which can be 

used to access the VE encoded in the medium. Some decoders are inherent and 

therefore highly resource efficient, requiring very little working memory to process 

the medium; while others are learned, and require more working memory for 

processing (see section 4.3.5 in chapter 4 for a full description of media decoders). In 

Study 1, the subjects used a real-time, interactive, high-fidelity graphical interface to 

interact with the VE. This situation was likely to engage an inherent visual media 

decoder (as the scene closely approximated decoding a normal retinal image during 

real navigation). Therefore, it is likely that the situation used in Study 1 led to subjects 

processing the scene with little use of working memory by virtue of the media 

decoder which the scene activated. This is a plausible explanation, consistent with the 

CLCC model, as to why so few working memory effects were evident in that study.  

 

The present study aims to investigate if the lack of effect in Study 1 can be attributed 

to the media decoder which was active during the experience, or if it was due to a 

general lack of working memory effects on presence. In order to do this, this study 

replicates the method of Study 1 (in particular its use of a concurrent loading task), 

but attempts to stimulate a media decoder which is known to make extensive use of 

working memory during processing. This is done by presenting a VE in text form 
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rather than in a high-fidelity graphical form; to navigate the environment, the subject 

must read text descriptions of the VE at their position. As reading is known to make 

extensive use of working memory (Baddeley, 1998; Carpenter & Just, 1989), 

presenting the subject with a text-based VE should create a situation similar to that 

used in Study 1, but with a higher working memory demands. This should, according 

to the CLCC model, accentuate any working memory effects on presence (see 5.2 

below for a detailed description of this prediction).  

 

Creating a text-based VE could give rise to some protest that presence can only arise 

from particular forms of media (see Slater, 2003a for a discussion of this objection) 

although the evidence suggests that presence can arise from text-based environments 

(Biocca, 2003; Nunez & Blake, 2003b; Towell & Towell, 1997). The CLCC model 

proposes that presence is a product of processing a VE which has been decoded from 

a medium, and therefore the form or medium in which the medium is presented is not 

an issue (evidence from Nunez & Blake, 2003b suggests that this is an empirically 

defensible position). Therefore, from the perspective of testing the CLCC model, the 

use of a text-based VE is justified. 

6.1 Predictions about working memory in learned media decoders 

5. Performance on the main task will degrade as a function of loading task difficulty 

– as performance on the main task (the door opening task used in Study 1, which 

involves rehearsal in working memory) is independent of the VE medium used, 

this study should reproduce the finding from Study 1. 

 

6. Working memory load will negatively affect presence – The essential difference 

between this study and Study 1 is that subjects in this study will be making use of 

a learned decoder, which according to the CLCC model (see 4.3.5) will require 

more working memory than the inherent decoder used in Study 1. Therefore, one 

would expect that fewer resources would be available for creating temporary 

structures in working memory, which should result in a reduced presence 

experience. Theoretically, one would expect the reduction in presence scores in 

this study to be greater than those found in Study 1, but a direct comparison 

between the two studies is not possible due to extraneous (but unavoidable) 

differences between the two studies.  



6 – Study 2: Working memory use in a media decoder 

161 

 

7. Working memory load will affect cognitively higher forms of presence (such as 

engagement) more than spatial presence – The CLCC model (see 4.3.5) predicts 

the only difference between learned and inherent media decoders is the amount of 

working memory they use during processing (at least for completely developed 

decoders; it is not clear from the model what differences exist when learned 

modules are in the process of being formed). Therefore, given that the working 

memory requirements of the different forms of presence are independent of the 

medium used to display the VE, one would expect the results of this study to 

follow the pattern of results found in Study 1. 

 

8. Loading the verbal WM system should impact all forms of presence more than 

loading the visual WM system – Given that the media decoder required to process 

a text-based media decoder will make extensive use of the phonological loop 

during processing (Carpenter & Just, 1989), it is to be expected that a concurrent 

working memory load task which also uses this system will significantly affect the 

decoding process. As in Study 1, one would expect the forms of presence which 

make more use of semantic processing (engagement and naturalness) to be more 

severely affected than spatial presence; however, unlike Study 1, in this study the 

prediction must also be made that spatial presence will be reduced by the 

concurrent verbal loading task, as verbal working memory will be needed to 

decode the medium and construct a cognitive model of the space.  

6.2 Sample 

The study was made publicly available on the internet (see 6.3 and 6.4 for a 

description of the procedure used). The web-site associated with the study was 

advertised to several university humanities undergraduate classes by email and course 

forums, as well as by placing poster advertisements about the campus. A total of 114 

subjects completed the study.  

 

Because the data were not collected under controlled laboratory conditions, each 

subject’s data was screened for possible errors (arising from software faults or other 

causes) before inclusion in the study. Two criteria were used for screening the data: 
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1. Only subjects with a measured working memory (using the Corsi block 

tapping test or the immediate recall digit span task – see 6.6. below) of less 

than 12 were included for analysis ( this value is mentioned this as the extreme 

upper end of the normal range of working memory capacity by Baddeley, 

1998; Vandierendonck et al., 2004). This excluded 5 subjects (3% of the 

sample), whose measured working memory capacity scores ranged between 16 

and 27, indicating a high probability of software failure or the use of some 

external mnemonic aid by the subject. 

 

2. The VE exploration phase of the study was timed by the system and ended 

after 20 minutes. Due to software errors, some subjects experienced the VE for 

shorted periods of time. To control for possible effects of length of experience, 

we excluded all subjects who experienced the VE for less than 17 minutes – a 

total of 20 subjects.  

 

After this screening, 89 subjects remained (38 men and 51 women). The mean age of 

the subjects was 20.6 years (S = 3.55). The mean working memory span was 6.27 

chunks (S = 2.25). 

6.3 Apparatus 

This study was opened to large-scale voluntary participation over the internet. It was 

advertised as a study on the role of memory in learning new places. The text-based 

virtual environments used (see 6.3.1 below), instruction slides and electronic 

questionnaires were packaged into an automatic installer which was made available 

on the World Wide Web (the package can be downloaded from 

http://chomsky.uct.ac.za/dnunez/phd/study2.zip). The study was advertised using 

posters on a university campus, and subjects were encouraged to pass the information 

on to acquaintances.  

 

When the study package was downloaded, it installed and ran the study automatically. 

As the environments were displayed with text, there was not much concern about 

standardizing physical display size; also, there was no requirement of specialized 

graphics or sound rendering hardware. The application was designed to run on a basic 

installation of Windows XP, on an 800 x 600 x 32 full-screen mode, using anti-aliased 
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fonts (see 6.3.1 below for screenshots). Once the application had run the entire study 

(see 6.4 below, for the procedure), it uploaded the data automatically to a server, and 

shut itself down. The application left an entry in the Windows registry to prevent 

itself from being run more than once on the same computer, as a control against a 

single subject providing more than one data point.  

6.3.1 Virtual environments 

This study used a text-based VE system similar to that used by Nunez & Blake 

(2003b). The VE is divided into rooms, with a number of exits (which occur as North, 

South, East, West, upstairs or downstairs in the interface) connecting the rooms. Each 

room is described by a short piece of text, which contains spatial information, as well 

as descriptions of any sounds present. The descriptions often include impressions of 

the room (e.g. ‘this wing of the building feels cold and deserted’). Interaction is by 

mouse clicks on a menu bar at the bottom of the screen (see Figure 6.1 and Figure 6.2 

below). In any room, subjects can move to another connected room, or access the 

panel and locks associated with the working memory task (see 5.6  below). These 

actions are also the only basic actions available in the VE system used in Study 1 (see 

5.4.1 in chapter 5), thus maintaining as much similarity as possible between the two 

systems. 

 

Two environments were used in the study – a training VE and the main VE. The 

training environment (shown in Figure 6.1 below) gave a tutorial of how to navigate 

through the VE, and how to complete the working memory task (described in 5.6 

below). The training VE ended when the subject successfully navigated all the rooms 

in the VE, including making use of the panels and locks from the working memory 

task. The main VE implemented the floorplan of the hospital VE used in Study 1, 

with the locks and panels associated with the working memory task placed in the 

same approximate positions as they were in Study 1, again to maintain similarity with 

that study. The main VE is shown in Figure 6.2 below.  

6.4 Procedure 

The subjects entered the study by visiting the web-site. On the site, the subjects were 

given a brief introduction to the study (that it was a study on the role of memory in 

visiting a new place), and indicated consent for participating in the study by clicking a 
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link which began the downloading of the study package. Once the package was 

downloaded, it was automatically installed and run. The subjects then viewed a series 

of slides explaining the task and interface of the text-based VE, and were taken into 

the training VE. When the subject completed the training VE, they were given the 

same scenario for the upcoming task as used in Study 1 (see section 5.6 in chapter 5, 

and appendix E for the scenario text).  

 

 

 

Figure 6.1: The text-based training environment. The top bar shows the title of the room, while 

the main area of the screen shows the description. The icons in the bottom area are for 

interaction (notice only possible exits, N and S in this case, are shown, while the others are 

ghosted out). 
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Figure 6.2: The main hospital VE in a room with no lock and no panel. Possible exits are N and 

W. 

6.5 Experimental task 

The task used in this study is the same used in Study 1 (see 5.6 in chapter 5). The 

subjects were given a working memory loading task (rehearsal and recall of lists of 

random strings of information) to perform during the VE experience, based on the 

tasks used by Baddeley et al. (Baddeley, 1986; Baddeley et al., 2002).  Different task 

conditions controlled the amount of working memory available to process the VE 

during exposure. Two versions of the task were created, one for each of the two 

working memory systems – one loaded the spatial system (the visuospatial 

sketchpad), and the other loaded the verbal system (the phonological loop). Each of 

these tasks was crossed with three different levels of load (3, 4 and 5 chunks), to 

create a 2x3 factorial design. Note that this differs from Study 1, where 4 levels of 

working memory load were used (see Table 5.3 below for the number of subjects used 

in each condition). A goodness-of-fit analysis (see 6.7.1 below) shows that the 

subjects were evenly distributed in the design. 

 

The decision to use one fewer level of working memory load was based on the desire 

to reduce the required sample size for the study (by eliminating two cells), and the 

observation in Study 1 that no difference existed between the 5 and 6 levels of 
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working memory load. Both factors (WM load and WM system loaded) are between-

subject factors, with each subject contributing data to only one of the six cells. 

 

WM load (chunks required to complete 

task) WM system loaded 

3 4 5 

Verbal (phonological loop) 7 10 20 

Spatial (visuospatial sketchpad) 15 17 20 

Table 6.1: Study design and number of subjects randomly assigned into each conditions 

 

As in Study 1, the task was to navigate through the environment by opening locked 

doors. The VE was created so that only one particular path led from the starting point 

on the top floor to the exit in the basement level. Along this path, 16 locked doors 

were placed. As with Study 1, the subject had to search for the panels; obtain the 

code, and rehearse it in working memory while they navigated to the door, and then 

use the code to open the door. If the subject had forgotten the code when they reached 

the door, they had to return to the panel to get the code again. The VE was structured 

so that there was only ever one available panel for the next locked door – this way, 

subjects only had to rehears a single code at a time. Panel access and code input was 

done by clicking on on-screen buttons with the mouse. When in a room with a panel 

or lock, the appropriate button became un-ghosted on the interface, and subjects could 

view or enter the code as in Study 1 (see Figure 6.3 and Figure 6.4 below).  In the 

case of the verbal condition, a different font was used in the panel and the lock; this 

ensured that subjects could not used the shape of the numbers (and thus make use of 

spatial working memory) to recall the code. No digit was used more than once in a 

code. Figure 6.3 below shows the verbal condition panel interface, and Figure 6.4 

shows the verbal condition door interface. The VE system recorded the number of 

successful and failed attempts at opening each door as a measure of task performance. 

 



6 – Study 2: Working memory use in a media decoder 

167 

 

Figure 6.3: A panel showing a code of length 5 for the verbal load condition (notice that this 

system uses the same graphics and fonts used in Study 1) . 

 

 

Figure 6.4: The lock in the verbal load conditions, with a code being entered. Note a different 

font is used than in the panel, to prevent visual rehearsal (note the same interface is used as in 

Study 1). 
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In the spatial load condition, a square grid of 3x3 buttons was used (see figures 5.6 

and 5.7 in chapter 5). In the panel, the code sequence was played back (each button 

was illuminated for one second, with a 250 millisecond delay between buttons), and 

the subject could watch the sequence as many times as they wished by clicking the 

‘show’ button on the panel. No block was used more than once in the code sequence. 

In the door interface, the subject had to repeat the sequence in order to open the door 

– buttons remained lit as the subject clicked the code. The interface for the spatial 

load condition was the same as used in Study 1.  

6.6 Measures 

The main dependant variable (presence) was measured using the ITC Sense of 

Presence Inventory (ITC-SOPI - Lessiter et al., 2001). The choice of this measure is 

discussed in 2.6 in chapter 2.  

 

Due to individual differences in working memory capacity across individuals (Cowan, 

2001), subjects had their working memory capacity evaluated with either the digit 

span task with immediate recall (Waters & Caplan, 2003) or the Corsi block-tapping 

test with immediate recall (Vandierendonck et al., 2004). These measures are 

discussed in section 5.7 in chapter 5. Unlike Study 1, where subjects had both spatial 

and verbal working memory measured, in this study, subjects were only measured for 

the working memory capacity relevant to the condition they were placed in (e.g. a 

subject in the verbal load condition would only be given the digit span measure, and 

not the Corsi block tapping measure). This was done for two reasons: first, due to the 

lack of predictive power of cross-modality working memory measures found in Study 

1, and second, in the interests of keeping the study as short as possible for the 

subjects.  As with Study 1, all measures were implemented as computer-based tests, 

and automatically administered immediately at the end of the hospital VE experience. 

6.7 Analysis & results 

6.7.1 Allocation of subjects to design 

The system randomly allocated each subject to one of the study’s cells, which resulted 

in an even distribution across the conditions (Table 5.3 above; χ
2
 = 2.26, df = 2,  

p < 0.323). Although women outnumber the men in the sample as whole (precluding 
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the examination of gender effects), the men were evenly distributed among the cells 

of the design (χ
2
 = 0.365, df = 5, p < 0.832). 

6.7.2 Evaluation of experimental manipulation 

As in Study 1, we wanted to establish that the working memory manipulation was 

successful before further analysis. As Study 1 showed that the effective working 

memory load (i.e. load imposed by the task divided by the subject’s measured 

working memory span) was a better predictor than the raw task difficulty, only 

effective working memory load was considered. A linear regression to predict task 

performance (number of doors opened during the 20 minute VE experience) from 

effective working memory load shows a small but significant relationship ( F(1,87) = 

75.157, p < 0.019, R
2
 = 0.06) – see Figure 6.5 below for the scatterplot. Note that the 

beta is negative (-0.25), indicating that as the effective working memory load 

increased, task performance decreased. This indicates that task performance is being 

interfered with by the concurrent working memory loading task, as predicted by 

Baddeley (1986). This finding concurs with that in Study 1, and shows that 

controlling for individual differences in working memory capacity, the locks and 

panels task is an effective working memory interference task. 

6.7.3 Effect of working memory load on presence 

As in Study 1, the data were analyzed with a set of general linear models (Hastie & 

Tibshirani, 1997; Neter et al., 1988). Each of the ITC-SOPI factors was modeled 

using the working memory system being loaded (spatial or verbal), and the effective 

working memory load (see 5.8.3 in chapter 5 for a justification of this analysis 

technique).  

6.7.3.1 ITC-SOPI spatial factor 

The Cronbach’s alpha for this factor was 0.92. For this factor, the overall model is not 

significant: F(2, 86) = 0.455, p < 0.635. See Table 5.4 below for partial effect sizes 

(the intercept results have been excluded from the table for the sake of clarity). This 

finding concurs with that found in Study 1. 
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Effect df F p 

Effective WM load 1 0.908 0.343 

WM system 1 0.286 0.593 

Table 6.2: GLM results for the ITC-SOPI spatial factor. Intercept has been excluded for clarity. 
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Figure 6.5: Scatterplot of effective working memory load versus task performance. Note that as 

effective load increases, task performance decreases, indicating an interference effect. 

6.7.3.2 ITC-SOPI engagement factor 

The Cronbach’s alpha for this factor was 0.83. For this factor, the overall model is not 

significant: F(2, 86) = 1.398, p < 0.252. See Table 5.5 below for partial effects (the 

intercept has been excluded from the table for the sake of clarity). This finding differs 

from that in Study 1, which showed that WM system loaded was a predictor of 

engagement. 

6.7.3.3 ITC-SOPI naturalness factor 

The Cronbach’s alpha for this factor was 0.77. For this factor the overall model is 

again not significant, showing an unusually small effect: F(2, 86) = 0.006, p < 0.993. 

See Table 5.6 below for partial effects (the intercept results have been excluded from 

the table for the sake of clarity). 
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Effect df F p 

Effective WM load 1 2.412 0.124 

WM system 1 0.073 0.787 

Table 6.3: GLM results for the ITC-SOPI engagement factor. Intercept has been excluded for 

clarity. 

 

This finding differs from that of Study 1, which showed that WM system loaded was 

a significant predictor. It should be noted that the partial effect of WM system loaded 

in this model is significant, but as the overall model is not significant, this finding 

cannot be taken as definitive evidence supporting the findings in Study 1. 

 

Effect df F P 

Effective WM load 1 0.005 0.943 

WM system 1 4.332 0.038 

Table 6.4: GLM results for the ITC-SOPI naturalness factor. Intercept has been excluded for 

clarity. Note that although the partial WM system effect is significant, this should not be given 

any evidentiary weight, as the overall model is not significant. 

6.7.3.4 ITC-SOPI Negative effects factor 

The Cronbach’s alpha for this factor was 0.82. For this factor, the main model is not 

significant: F(2, 86) = 2.587, p < 0.081. See Table 5.7 below for partial effect sizes 

(the intercept results have been excluded from the table for the sake of clarity). This 

finding concurs with Study 1. 

 

Effect df F P 

Effective WM load 1 1.689 0.197 

WM system loaded 1 0.862 0.355 

Table 6.5: GLM results for the ITC-SOPI negative effects factor. Intercept has been excluded for 

clarity. 
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6.8 Discussion 

6.8.1 Support for CLCC predictions 

In terms of the predictions made by the CLCC model in 5.2 above, the results suggest 

the following: 

 

1. Performance on the main task will degrade as a function of loading task difficulty 

– This prediction was supported, as evidenced by the negative slope of the 

regression (see 6.7.2 above). This shows that the experimental manipulation was 

successful. 

 

2. Working memory load will negatively affect presence – As with Study 1, there is 

no evidence to suggest that working memory load affected presence, as none of 

the four ITC-SOPI factors were predicted by the effective working memory load. 

As with Study 1, this lack of effect cannot be attributed to an unsuccessful 

manipulation of the working memory load, as the load manipulation was indeed 

successful (see prediction 1 above). In Study 1, it was hypothesized post-hoc that 

the lack of working memory effect may be due to the fact that an inherent media 

decoder uses almost no working memory; however, in the case of this study, it is 

already established that decoding text requires working memory and is subject to 

interference effects (Baddeley, 1998; Carpenter & Just, 1989). Therefore, if 

presence shows no working memory interference when using the text decoder, 

then one must be inclined to conclude that presence does not make use of working 

memory, regardless of whether the medium requires decoding in working memory 

or not. 

 

3. Working memory load will affect cognitively higher forms of presence (such as 

engagement) more than spatial presence – This prediction is related to prediction 

2 above. Unlike Study 1, where there was a small effect of system loaded on 

engagement and naturalness, in this study, there was no difference between the 

cognitively higher (engagement and naturalness) and lower (spatial and negative 

effects) forms of presence. The prediction is therefore not supported. A small 

caveat exists however. The GLM for naturalness, while not significant, showed 
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the slightly incongruous finding that WM system loaded was a significant 

predictor (in the same direction as in Study 1). This may indicate that a very small 

WM system effect exists for naturalness, although it may also be a spurious 

finding. 

 

4. Loading the verbal WM system should impact all forms of presence more than 

loading the visual WM system – This prediction was not supported. There was no 

difference on any of the four ITC-SOPI factors in terms of WM system loaded. 

This again contradicts the findings of Study 1, where small but significant 

differences were found between loaded systems on presence.  

6.8.2 Lack of working memory effect on presence  

In general, this study supports the lack of working memory effect on presence found 

in Study 1; however, while Study 1 showed small differences (for the system loaded), 

this study shows almost no significant difference for effect loaded (with the exception 

of the indication of a possible effect for naturalness), and no effects whatsoever for 

effective working memory load. This finding is very surprising in terms of the CLCC 

model. According to the model, inherent media decoders (such as the vision decoder 

tested in Study 1) should use very little working memory, thus making the findings of 

Study 1 not entirely surprising. However, the model clearly predicts that learned 

decoders which require significant amounts of working memory (such as used in this 

study) should show more severe presence interference effects, not less, as found in 

this study.  

 

This counter-intuitive finding cannot be explained as occurring due to an error in 

experimental manipulation for two reasons. First, the regression analysis of task 

performance versus effective working memory load shows the expected negative 

slope, indicating that the task was indeed harder in the higher load conditions. Second, 

even if the task difficulty manipulation had not been successful, the manipulation of 

which working memory system was loaded must have shown some effect, as this was 

essentially a replication of Baddeley’s classic method used to establish the existence 

of two separate working memory systems (Baddeley, 1986, , 1998). 
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Nevertheless, before one concludes that the CLCC model is fatally flawed, there are 

three possible flaws in the design of the study which may have masked a working 

memory effect. The first flaw is a lack of control for the efficiency of the text decoder, 

as no measure was taken of the reading skill of the sample. Ideally, one would have 

established how much working memory should have been loaded for each subject or 

how much working memory could be loaded before reading exhibited interference 

effects, and then run experiment starting at this level of load. However, this measure 

would only have reduced the degree of error variance in the linear models, as subjects 

were randomly assigned to conditions, and therefore no systematic differences could 

have been introduced into the experiment this way.  

 

A second flaw, related to the first, is that the study only used modest levels of load (3 

to 5 chunks), and interference effects might only appear at higher levels of effective 

load. Nonetheless, as Figure 6.5 above shows, most subjects were operating at the 0.6 

to 0.8 level of effective load, which suggests that this was indeed a high level of load 

for this sample. Also, even if the levels of load were modest, study 1 showed 

differences between the systems loaded at the same levels of load used in this study, 

suggesting that some (weak) effects are possible at these levels of load. 

 

The third and final flaw in the study is the modest sample size. Study 1 showed, with 

a slightly larger sample, weak effects on presence. As it was expected that the effects 

with the learned decoder would be larger, it was deemed acceptable to use a smaller 

sample; however, it seems that the effects, if they exist at all, are very small so a 

larger sample may have been able to identify them. 

 

6.8.3 Differences between inherent and learned media decoders on presence 

The purpose of this study was to examine possible differences in presence when the 

VE is decoded by an inherent media decoder, as opposed to a learned media decoder. 

Study 1, which examined the effects of working memory on presence when using an 

inherent decoder found that working memory had a small influence on presence. In 

particular, cognitively higher forms of presence (engagement and naturalness) showed 

a system effect, with engagement showing verbal interference and naturalness 

showing spatial interference. Most significantly, there was no effect of working 



6 – Study 2: Working memory use in a media decoder 

175 

memory load on presence, indicating that contrary to CLCC model predictions, 

presence does not require a large amount of working memory for temporary 

constructions. The present study, which examined the same predictions as study 1 but 

in the context of a learned media decoder, showed no working memory effects at all; 

the small effects found in study 1 were not replicated.  

 

There is however one important similarity between the two studies, which may inform 

the future development of the CLCC model: No working memory load effects were 

found in either study. Although one cannot lightly infer that a lack of a significant 

effect in an experiment means the effect in question does not exist (Rosenthal & 

Rosnow, 1991; Turner & Roth, 2003), in this case one may be able to infer from the 

similarities between the two studies that there is indeed no working memory effect in 

presence for the following three reasons. First, both studies find extremely small 

effect sizes with moderately sized samples. This suggests that independent of possible 

study artifacts, the effects are extremely small. Second, both studies use different 

samples, different media, and different interfaces to the VE; the lack of effect 

therefore cannot be attributed to the artifacts of any one study, suggesting rather than 

presence is not subject to working memory effects. Finally, the two studies use a 

small variation of the method used by Baddeley, which showed large interference 

effects for a range of other cognitive tasks. The lack of an effect for presence with the 

same method suggests that no effect exists to be found.  

6.9 Conclusion 

This study confirms the general finding of Study 1 that working memory plays very 

little role in presence, and suggests that there may be no working memory effects on 

presence at all. As with Study 1, the lack of effect cannot be attributed to a weak 

experimental manipulation. However, unlike study 1 which found some small effects 

for the cognitively higher forms of presence, this study finds no interference effects at 

all. Taking the findings of both studies together, one must conclude that working 

memory plays a far smaller role in presence than predicted by the CLCC model. 

 

While this is not a surprising finding in Study 1 (as that experiment likely stimulated 

the use of an inherent media decoder), it is far more surprising in the context of this 

study, which stimulated the use of a learned media decoder. The implications for the 
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CLCC model are clear: if constructions do happen in the model, then they are not held 

in working memory. Furthermore, because there was no difference in effect when 

using an inherent or learned media decoder, it would seem that decoding the VE and 

constructing the experience do not share a single limited pool of cognitive resources 

as suggested by the model. It is likely that the decoding happens in working memory 

(as this task shows interference effects), while construction associated with the 

presence experience occurs further upstream (perhaps with declarative memory 

coming into play at an earlier stage in the process than suggested by the CLCC 

model). Most interestingly, these two experiments suggest that distraction effects (as 

discussed in Freeman et al., 2000; Slater & Steed, 2000; Wirth et al., 2007) do not 

occur as a consequence of interference effects as suggested by the CLCC mode (see 

section 4.4.2 in chapter 4); rather, they must predominantly occur as a function of the 

stimulus attenuator (see 4.3.2 in chapter 4).  
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Chapter 7: Study 3 – Relative contribution of 

working memory and attention to presence 
The previous two studies have examined the role of working memory in presence, and 

generally found there to be only small effects, both on an evolved, inherent decoders 

(such as vision), or on learned decoders (such as reading). Although these studies 

covered some of the major functions associated with the bottom-up components of the 

CLCC model (which process data between the environment and working memory), 

they contained one important theoretical weakness. Because the stimulus attenuator 

exists upstream of working memory in the only path between the environment and 

working memory, both previous studies conflated possible effects of the stimulus 

attenuator and working memory. The present study aims to separate out the effects of 

working memory and attention (conceptualized in the CLCC model as the stimulus 

attenuator), to examine if they have differential roles in presence, and therefore if the 

separation between these components which exists in the CLCC model is empirically 

justified.  

7.1 A dual-task method for comparison 

Previous studies which have attempted to evaluate the contribution of working 

memory to a task have given the subject two tasks: the task of interest, and a second 

working memory loading task. If the second task produces an interference effect, then 

the two tasks must use the same pool of resources (see Study 1 in chapter 5 for a 

detailed description of this paradigm). A similar dual-task method exists in attention 

research, where subjects are given two simultaneous tasks which require them to 

divide their attention (for example the classic dichotic listening task of Broadbent, 

1954;  or the visual analog used by Treisman, 1964). As with working memory 

loading studies, the logic of the design is that if the two tasks make use of the same 

pool of attentional resources, then there will be an interference effect evident. 

 

In order to decide if working memory or attention have the greater contribution to 

presence, the current study makes use of two dual task conditions (a working memory 

loading condition, and an attention loading condition), which are compared to a 

baseline, single-task condition. In the baseline condition, subjects view a first-person 

perspective video of a walk through a virtual environment with a simple visual task 
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(pressing a key whenever the video shows walking through a door), and are then 

evaluated for their presence. In the attention loading condition, subjects are shown the 

same video with the same task, plus a second visual task which requires them to 

respond (with a different key press) when a blue square appears on a rapidly changing 

mosaic displayed adjacent to the video. Finally, in the working memory condition, 

subjects are shown two first-person perspective videos of walking through two VEs, 

and must press different keys when each video shows walking through a door. In the 

attention condition, subjects need only divide their visual attention to complete both 

tasks, and hence it loads only the attention system. In the working memory condition 

however, subjects must form complete and coherent mental models of both VEs to 

complete the tasks, and also divide their attention between them. Hence, this condition 

loads both the attention and working memory systems. By comparing the results 

against the baseline, it is possible to determine the relative contributions of each 

system to presence, thus: 

1. If all three conditions produce equal presence scores, then neither attention nor 

working memory contribute to presence 

 

2. If the working memory and attention conditions are equal but lower than the 

baseline, then attention contributes to presence, but working memory does not 

(recall that the working memory condition actually loads both attention and 

working memory) 

 

3. If a stepped profile occurs (baseline gives higher scores than attention which 

in turn gives higher scores than working memory), then attention contributes 

to presence, and working memory contributes independently of attention.  

 

Although other combinations are possible (e.g. attention being higher than baseline, or 

working memory being higher than attention), these are not theoretically possible, and 

so will not be considered for the time being (if they do occur, it will likely indicate an 

error in the design, and not a real effect).  
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7.2 Predictions about working memory, attention and presence made 

by the CLCC model 

This study makes the following two predictions about the relative contribution of 

working memory and attention to presence: 

 

1. A concurrent task (be it a  working memory or and attention loading task) will 

lead to a reduced presence experience - although the outcome for a concurrent 

working memory and attention loading task is predicted to be the same, the 

reasons for the reduction in presence are slightly different. In the case of attention, 

the reduction in presence comes from a reduction in the VE relevant stimuli which 

are allowed in for processing. This is because the subject in the attention loading 

condition must divide attention and allocate some attention resources to the 

loading task. This will lead to less bottom-up information being available in 

working memory, and thus a reduction in the number of temporary structures for 

processing the VE. In the case of working memory, the divided attention problem 

remains (the subject must still divert attention between two tasks), but the subject 

also needs to construct two world models in working memory, which will further 

reduce the amount of temporary working memory structures available for the 

processing of the VE of interest. 

 

2. A working memory loading task will reduce presence more than an attention 

loading task – Recall that the CLCC model proposes that presence depends 

largely on the amount of working memory allocated to creating temporary 

working memory structures, as these allow the connection between external 

stimuli and semantic meaning. Under an attention loading task, all working 

memory capacity is available for processing the environment of interest, but the 

amount of external stimuli related to the environment which makes it through to 

working memory is reduced. Conversely, under a loaded working memory system, 

a dual interference effect exists. First, the subject must split their attention 

between two tasks, so the working memory load task imposes a similar load to an 

attention loading task. Second, the subject needs to construct two environments in 

working memory to complete both tasks. This means that not only is there reduced 

bottom-up data with which to construct temporary structures, but there is also a 
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reduction in the amount of working memory available for the construction of 

temporary structures in working memory due to the competing requirements of 

processing the second environment. One would therefore predict that the presence 

experience for subjects in the working memory condition would be reduced 

relative to those subjects in the attention loading condition.  

7.3 Sample 

The experiment was offered to undergraduate psychology students as an elective for 

course credit. A total of 46 students participated - 34 women and 12 men. The mean 

age of the subjects was 21.69 years (S = 3.72).  

7.4 Apparatus 

The study was run on a single desktop computer in a cubicle which could be separated 

from the rest of the laboratory by thick ceiling-to-floor length curtains. The desktop 

computer used played the videos used in the study at a constant update rate of 30Hz, 

and displayed them on a 17 inch TFT LCD display (8ms grey-to-grey latency) at its 

native resolution of 1024 x 768 x 32. Subjects used the keyboard for input. A single 

subject was run at a time. 

7.4.1 Virtual environments 

This study used two videos of walkthroughs through two VEs. The VEs used for this 

purpose were the hospital VE used in Study 1, and the monastery VE used in Study 6, 

with minor changes. In the hospital VE, the doors and panels associated with the 

working memory task were removed, and in the monastery, the books associated with 

the object search and collection task were removed. The videos had a resolution of 

640 x 480, no sound, and were encoded into DivX-4 format, using a 768 kbp/s 

encoding rate, which gave smooth, high quality playback at 25Hz. Each walkthrough 

lasted for 7 minutes. The walkthroughs represented exploration of the VEs (with 

pausing to examine objects, etc) rather than simply walking non-stop through the 

environments. The frequent stops and pauses in the path made it more difficult to 

predict motion than a simple end-to-end walkthrough. 

 

To train the subject in the task, a set of slides were prepared (see Figure 7.1 and 

Figure 7.2 below for examples) and shown to the subjects prior to the experiment 
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commencing. Subjects were also encouraged to ask the experimenter questions before 

the study began. 

 

 

Figure 7.1: Sample of one of the instruction slides (for the working memory condition). The 

instructions showed still images, with no animation. 

 

 

Figure 7.2: Sample of instructions (for the attention condition). This final reminder of the input 

was given to subjects just before the task began. 
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7.5 Procedure 

The experiment ran over a period of three weeks. Subjects arrived at the study venue, 

and were greeted by the researcher. The researcher explained that the study was 

looking at psychological aspects of media processing. Subjects were then randomly 

assigned to one of the three experimental conditions (see experimental task in 5.6 

above for an explanation of the conditions). Subjects were seated in front of the 

computer, and shown the instruction slideshow. The instructions differed for each of 

the three conditions, and are described in section 5.6 below. 

 

When the slideshow was completed, subjects were asked if they had any questions, 

and these were responded to. The videos were then run. After a timed period of seven 

minutes, the videos terminated automatically, and the ITC-SOPI was administered on 

computer (see measures in 6.6 below). Subjects were instructed to respond to the ITC-

SOPI only in relation to the hospital VE (which was displayed on the left of the screen 

in all conditions). The subjects were then thanked and the experiment was concluded.  

 

7.6 Experimental task 

The task for subjects was to press a key on the keyboard in reaction to particular 

events on the videos. All conditions lasted for seven minutes. There were three 

variations on the task: 

 

Baseline condition: Subjects were shown a single video of a walkthrough the hospital 

VE taking up 25% of the screen area on the left of the screen (see Figure 7.3). The 

task for the subjects was to focus on the video, and press the left shift key on the 

keyboard whenever the video showed passing through a doorway. 

 

Working memory condition: Subjects were shown two videos simultaneously, each 

taking up 25% of the screen area. The left video showed a walkthrough of the hospital 

VE, while the right video showed a walkthrough of the monastery VE (see Figure 

7.4). The virtual walking speed on both videos was the same. The subjects were told 

to split their attention between the two videos, and perform two tasks simultaneously: 

When the left video showed passing through a doorway, they must press the left shift 
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key; and when the right video showed passing through a doorway, they should press 

the right shift key.  

 

 

Figure 7.3:  Screenshot of the baseline condition (one video only). 

 

 

 

 

Figure 7.4: Screenshot of the working memory condition. 
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Attention condition: Subjects were shown two videos simultaneously, each taking up 

25% of the screen area. The left video showed a walkthrough of the hospital VE, 

while the right video showed a walkthrough of the monastery VE which was made 

incoherent by dividing it into 25 blocks which were randomly shuffled (see Figure 

7.5). 

 

 

Figure 7.5: Screenshot of the attention condition (the right video was made incoherent). The blue 

square is the cue for the subject to press the right shift key. 

 

 

This provided the same visual information (in terms of number and colour of pixels) 

as the working memory condition, but the shuffling made it impossible to infer a 

mental model from the video. The subjects were told to split their attention between 

the two videos, and perform two tasks simultaneously: When the left video showed 

passing through a doorway, they must press the left shift key; and when a blue square 

appeared somewhere on the video (see Figure 7.5), they should press the right shift 

key. The blue squares were timed to appear at the same time as the monastery video 

showed walking through a doorway (thus maintaining equivalence with the working 

memory condition), and remained on screen for 750 milliseconds.  
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7.7 Measures 

The main dependant variable (presence) was measured using the ITC Sense of 

Presence Inventory (ITC-SOPI - Lessiter et al., 2001). The choice of this measure is 

discussed in 2.6 in chapter 2. It is important to note that subjects in the working 

memory and attention conditions were instructed to respond to the ITC-SOPI only 

with respect to the hospital VE, and not to the monastery. They were only told this 

when they were given the questionnaire, after viewing the videos. 

 

Performance on the task was measured by the number of key presses made by the 

subjects in response to events (passing through a doorway or seeing the blue block). A 

key press was only counted if was made while the subject was in fact inside the 

doorway. Two such measures were used: The first corresponds to the number of left 

key presses (in response to events in the hospital VE), which was measured for all 

three conditions. The second measure was number of right key presses (in response to 

events in the monastery VE), which was only taken for the working memory and 

attention condition (the baseline condition only showed one video, so no right key 

pressing task was assigned). Because the tasks involved only watching and no 

interaction, it was not deemed necessary to gauge the level of VR or video game 

experience of the sample. 

7.8 Analysis & results 

7.8.1 Allocation of subjects to design 

The subjects were randomly assigned to the three conditions of the study, which 

resulted in an even distribution across the conditions (see Table 7.1 below). Although 

the sample contained more women than men (73.9% of the sample were women), the 

men were evenly distributed across the three conditions (χ
2
 = 0.706, p < 0.702). 

 

 

Baseline Working Memory Attention 

15 16 15 

Table 7.1: Allocation of subjects to conditions (cell sizes) 

 



7 – Study 3: Working memory and attention in presence 

186 

7.8.2 Task performance 

Both measures of task performance (left and right key press measures) were analyzed 

to look for manipulation effects using a one-way analysis of variance (ANOVA). 

 

7.8.2.1 Left key presses 

The ANOVA shows no significant differences between the three conditions:  

F(2, 43)=1.1113, p < 0.338. Figure 7.6 shows the means profile for this analysis. 
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Figure 7.6: Average number of left key presses by condition 

7.8.2.2 Right key presses 

Only the working memory and attention conditions could be compared in terms of 

right key presses, as the baseline condition had no right key pressing task. The 

ANOVA shows a significant result, with the attention condition (M=35.733) resulting 

in more key presses than the working memory condition (M=31.875): F(1, 29) = 

8.5115, p < 0.007. 
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7.8.3 Manipulation effects on presence 

The four ITC-SOPI factors were tested for differences among the three experimental 

conditions using a one-way ANOVA. Recall that the IC-SOPI scores refer only to the 

left (hospital) VE. No significant differences existed for any of the four ITC-SOPI 

factors (see Table 7.2 below). 

 

 

ITC-SOPI factor df F p 

Spatial 2, 43 0.163 0.983 

Engagement 2, 43 0.056 0.944 

Naturalness 2, 43 0.218 0.804 

Negative effects 2, 43 0.219 0.804 

Table 7.2: ANOVA results for ITC-SOPI factors across experimental conditions. 

 

7.8.4 Presence and task performance 

Although this study holds no predictions about presence and task performance, the 

performance of visual identification tasks is known to show interference effects with 

both working memory and attention loading (Baddeley, 1986; Treisman, 1969). Task 

performance may therefore be used as an indirect measure of attention or working 

memory contribution to a task. It was decided to use the common assumption that 

presence is a predictor of task performance proposed by, among others, Bystrom et al 

(1999a) and Youngblut and Hurie (2003). The model uses the four ITC-SOPI factors 

and the experimental condition as predictors of task performance using a general 

linear model (GLM). Only the left key press task was analyzed in this way, because 

analysis of the right key press requires the exclusion of the baseline task, which would 

a leave only 31 subjects, an unacceptably small sample for a GLM analysis (Hastie & 

Tibshirani, 1997; Neter et al., 1988). 

 

The overall model for left key presses is significant: F(6, 39) = 2.425, p < 0.043, 

R
2
 = 0.571. An analysis of the partial effects shows that only the spatial and 

naturalness ITC-SOPI factors are predictors of left key presses. Table 7.3 below 

shows the effects (the intercept has been excluded form the table for the sake of 

clarity). 
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Effect df F p 

Spatial 1 4.352 0.043 

Engagement 1 1.741 0.194 

Naturalness 1 9.607 0.003 

Experimental 

condition 
2 1.326 0.277 

Table 7.3: GLM results for left key presses. Significant effects (p < 0.05) are highlighted 

 

An analysis of the partial correlations shows that spatial has a positive relationship to 

task performance (partial r = 0.318, R
2
 = 0.667), while naturalness has a negative 

relationship to task performance (partial r = -0.447, R
2
 = 0.588). 

7.8.4.1 ITC-SOPI reliability 

Cronbach’s alpha coefficients were computed for each of the four ITC-SOPI factors. 

For Spatial, alpha was 0.91; for Engagement 0.83; for Naturalness 0.69, and for 

Negative Effects 0.85. 

7.9 Discussion 

7.9.1 Support for CLCC predictions 

In terms of the predictions made by the CLCC model in 5.2 above, the results suggest 

the following: 

 

1. A concurrent task (be it a  working memory or and attention loading task) will 

lead to a reduced presence experience – No significant difference was found on 

left key presses between the three load conditions, suggesting that the loading 

tasks did not effectively interfere with the left key pressing task. As can be 

expected then, no ITC-SOPI differences exist between conditions, forcing the 

conclusion that neither attention nor working memory load tasks reduce presence 

below the baseline condition. However, the analysis modeling left key presses 

from presence shows an effect – namely, spatial and naturalness factor scores 

predict task performance on left key presses (regardless of task condition). The 

direction of correlations is however somewhat counterintuitive. The spatial factor 
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has a positive correlation with task performance as can be expected: subjects who 

experienced the video as a space would have been able to predict the doorway 

events better, and would therefore have been able to press the left key even if their 

attention was diverted to the secondary task. This explanation is in line with other 

explanations of the relationship between presence and task performance, 

particularly those that invoke situational awareness (Bystrom et al., 1999a; 

Laptaned, 2006; Youngblut & Perrin, 2002), and replicates the task-presence 

relationship found by Slater et al. (1996). 

 

The negative relationship between naturalness and task performance is puzzling. It 

implies that finding the experience realistic and having it match expectations 

about the environment impedes task performance. It is very difficult to explain 

this result, as ITC-SOPI scores are almost always positively correlated to each 

other (Lessiter et al., 2001), and the CLCC model was built with this assumption 

in mind. This break from the usual pattern of correlations might indicate why 

studies that use single-factor presence measures find the task performance-

presence relationship so difficult to replicate (Laptaned, 2006; for instance Sas & 

O'Hare, 2001; Sas et al., 2004). If a single measure is conflating spatial presence 

and naturalness (which in this study had similar strength but inverted effects), then 

it is likely that those effects would cancel out and show no difference in the 

measure.  

 

Although somewhat circuitous, the correlation between ITC-SOPI factors (spatial 

and naturalness) and task performance in this study, does have important meaning 

in terms of this CLCC prediction. As discussed in 7.8.4 above, performance on 

tasks which can theoretically show interference effects can be used as an indirect 

measure of processing capacity use; and the relationship between some aspects of 

presence and performance on this task may indicate that presence also makes use 

of these resources. Further work, particularly with tasks which show an 

independent difference across interference conditions, will be needed to clarify 

this relationship. 

 

2. A working memory loading task will reduce presence more than an attention 

loading task – The analysis of right key shows fewer right key presses in the 
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working memory condition than in the attention condition, suggesting that 

subjects in the working memory condition were more likely to miss an event – this 

in turn shows that the task manipulation was successful. It should be noted that 

there was no significant difference between these two conditions on left key 

presses. This indicates a potential weakness in the design –the two right key press 

tasks (press on walking through a door way as compared to press on seeing the 

blue block flash on the video) may have been of differing difficulty. Given that the 

subjects did not know that the left video was the VE of interest (or that the study 

was about presence or environments), it is a difficult result to explain. One 

possibility is that the effect size of the left key press task is smaller than that of the 

right key press task, and so a sample size of 15 per cell is gives enough power to 

find the right key press effect, but not the left key press effect. Be that as it may, 

more important is the lack of ITC-SOPI differences across conditions. Although 

the task manipulation was partly successful, the conditions produced no 

significant differences in any of the four ITC-SOPI factors, suggesting that the 

scores produced by the working memory load and attention conditions are the 

same. This finding echoes the pattern of findings from Studies 1 and 2, which 

similarly showed that working memory manipulations led to no interferences on 

presence scores.  

 

 

7.10 Conclusion 

This study generally corroborates the findings of Studies 1 and 2, and shows that 

working memory and attention manipulations do not generally interfere with 

presence, although there were some small effects (presence was able to predict one 

aspect of task performance, indicating some link between resource allocation and 

presence). However, the study was able to find no difference between the effects of 

attention load and working memory load on presence. This contradicts the predictions 

of presence models which propose an important role for attention in presence, 

including the CLCC model, the environment selection model (Slater, 2002), the three-

pole model (Biocca, 2003), the FLS model (Waterworth & Waterworth, 2001) and the 

MEC model (Wirth et al., 2007). This study again suggests (as did Studies 1 and 2) 

that the role of processing capacity or attention in presence is either very small, or 
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only discernible across large manipulations (such as when the secondary interference 

task is extremely difficult). Although it is worth following up these leads with further 

research, the pattern of findings form the all three of these studies (together with the 

findings of S. Lee et al., 2004a which also similarly failed to find an attention effect 

on presence) suggest that if the study is to have any chance of finding an effect, a 

large scale manipulation and large samples should be used, as the effect is likely to be 

very small. 

 



8 – Study 4: Experience effects and processing in presence 

192 

Chapter 8: Study 4 – An exploration of experience 

effects and cognitive processing in presence 
The previous three studies examined one of the two major innovations of the CLCC 

model - the role of working memory in presence. The next three studies examine the 

second innovation of the model; namely, the role of declarative memory and semantic 

bias in presence. Studying the role of working memory is the easier of the two 

problems, because manipulating working memory load experimentally is simple. 

However, semantic effects are harder to pin down, because they are bound to 

particular content areas. One cannot simply measure how much a subject knows; one 

must declare a content area and measure how much they know about that area 

(Nichols & Stich, 2000). Similarly, one cannot simply examine semantic bias without 

considering the actual content of the bias, because different processing strategies may 

be used for different types of data; for instance, a subject may be an expert in one 

narrow domain (Ericsson & Lehmann, 1996), or they may be processing data for 

which specialized neural circuits exist (Plotkin, 1998; Sperber & Hirschfeld, 1999).  

8.1 Studying content effects on presence 

To limit the range of content domains and processing strategies, the current study 

makes use of a specific population - computer gamers. Gamers are an interesting 

population for presence research, for a number of reasons. First, they are probably the 

only large population which regularly experiences presence in interactive systems. 

Second, many gamers have been playing for years, which allows the examination of 

possible learning and experience effects. Third, although there are a wide range of 

games available, only a small number of genres exist (first-person shooters, real-time 

strategy, etc), which limits the range of cognitive strategies and knowledge associated 

with the activity. Fourth, unlike the often tedious tasks used in research VEs, 

computer games are designed to capture and hold user’s attention and interest, which 

means that gamers often have experienced intense presence. Finally, being a computer 

literate group, they are an easily accessible population. There are some problems 

associated with using this group also - particularly the significant gender inbalance 

(see 8.3 below) and the lack of control over the nature and extent of previous 

experiences. Using gamers can thus provide a high degree of ecological validity, 

while trading off some internal validity.  

8.1.1 Time, experience and self-rated importance of presence 

Experimental studies have found relationships between presence and various time and 

experience related factors such as age (e.g. Youngblut & Perrin, 2002), game playing 

experience (e.g. Usoh et al., 1999) and previous exposure to VEs (e.g. Meehan et al., 

2002). While such experiments provide valuable insights, their ecological validity is 

limited by the types of tasks, environments and often contrived experimental 

conditions they use (this limit in ecological validity is of course the case for 

experiments in general - Rosenthal & Rosnow, 1991). The current study will examine 

the “average” degree of presence during game playing in a general sense in an effort 

to increase the generalizability of the findings. Rather than examine one particular 

experience, this study uses the somewhat unusual strategy of asking subjects to rate 

how important they consider presence to be to their gaming in general (this is termed 

self-rated presence importance). The reasoning is that if subjects have enjoyable or 
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compelling presence experiences while gaming, their ratings of presence importance 

will be higher. This measure also gets around problems associated with measuring 

presence experiences across many different software platforms, which would not be 

directly comparable, as they would all produce differing levels of presence by 

immersion effects alone. This variable is measured by means of self-report items such 

as “A game should make me feel as if I am transported to inside the game world.” and 

“I prefer games which create a sense of being in a place” (see 8.5 below). Such items 

are straightforward to report on, and can be accurately responded to. Due to this 

choice of variable, this study does not make use of standard presence questionnaires 

(these are designed to measure presence at one particular experience). It should be 

noted that self-rated presence importance is a construct distinct from presence itself, 

although, as argued above, it is highly likely to be a predictor of presence. While this 

choice of variable reduces the reliability of the measure (as the inter-item correlations 

in the measure are unknown - Anastasi & Urbina, 1996), the potential increase in 

ecological validity balances this risk sufficiently to justify its use in an exploratory 

study. 

8.1.2 Presence maximization strategies 

When examining learning effects, one must consider the possibility that gamers may 

have learnt or evolved strategies to maximize their presence experiences (this is most 

likely for gamers who rate presence as being an important part of the gaming 

experience). If such strategies exist, then their use is likely to vary with time-related 

factors (length of time playing, age, etc), because more experienced subjects are more 

likely to have discovered them, and also, if they are effective, more experienced 

players will have had their use more strongly reinforced. The literature reveals two 

possible presence maximization strategies which the average gamer could implement: 

minimizing distracters to maintain attention focused on the display (Slater, 2002; J. A. 

Waterworth & E. L. Waterworth, 2003b; Wirth et al., 2007), and improving display 

fidelity by maintaining up-to-date computer equipment (IJsselsteijn et al., 2000; 

Slater, 2003a; Witmer et al., 2005). 

8.1.3 Cognitive processing 

While presence management includes factors associated with immersion and bottom-

up factors, top-down processes are represented in this study via two cognitive 

processes which are of primary importance in the CLCC model: thematic inertia and 

the integration of information based on semantic meaning:  

 
Thematic inertia - this is a measure of the extent of semantic networks in declarative memory, and 

how long it takes for activation to decay from them. A subject who is experienced in a particular 

content area will have wider networks, and therefore more thematic inertia (see 4.3.10 in chapter 4 for a 

discussion). According to the CLCC model, thematic inertia is a complex predictor of presence. A 

wider semantic network will lead to more specific expectations about the VE, and if these expectations 

are matched by the display, a more compelling presence experience will result; however, if these 

experiences are not matched by the display, the presence experience can be compromised. In this study, 

thematic inertia is operationalized as the tendency for a subject to engage in thematically related 

activities (e.g. reading about aviation, as well as playing aviation related games). Specifically, it 

includes situations where non-simulation activities (reading a book, taking a real flight) led to either a 

desire to play a flight simulator, or the actual playing of a flight simulator. 

 

Integration of information by semantic meaning – Nunez & Blake (2003a) showed 

that providing subjects with semantically related information before VE exposure 
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could lead to an increase in presence under particular display conditions. In the 

current study, this effect will the explored by examining the capacity to integrate non-

diegetic information. In film studies, the term ‘non-diegetic’ refers to information 

which does not emanate from the story world, but from some point external to the 

film world (for instance, background music or narration - Bordwell, 1989). Non-

diegetic information is thus coherent with the environment in meaning, but not in 

terms of fidelity. The CLCC model predicts that presence is associated with the extent 

of semantic meaning which the subject attaches to the environment; therefore, any 

information which provides more detail about the environment (even if non-diegetic) 

should contribute to the presence experience, even if it reduces the fidelity of the 

display.  

8.2 CLCC model predictions 

As this is an exploratory study, it is not possible to generate hard predictions. 

However, one can state general expectations based on the CLCC model: 

 

Presence will be positively correlated with game-playing experience – this 

expectation comes from two sources in the model. First, given that most computer 

games involve a complex user-interface, it is highly likely that there exists a learned 

media decoder to process the gaming display. This means that one can expect 

experienced gamers to be more efficient at decoding the display, and therefore have 

more compelling presence experiences (although the evidence from Study 2 in chapter 

6 suggests that this should only be a minor factor). Second, experienced gamers will 

have learned the genre related conventions and iconography (stored in declarative 

memory) which helps them associate their existing semantic knowledge to the 

elements of the display. This means that they will more easily chunk content in 

working memory, and their interactions with the game will be more meaningful, and 

thus lead to more presence. 

 

More extensive knowledge networks (as indicated by higher thematic inertia) will lead 

to a lower degree of presence – gamers who are expert in the game’s content area will 

have more extensive semantic knowledge networks; therefore, they will therefore 

more thematic inertia, and more specific expectations about game content. If the game 

is not able to match these expectations, the presence experience will suffer. Given that 

all games have a limited capacity to match highly specific expectations, gamers who 

are content experts will usually have unmatched expectations, and therefore reduced 

presence. Note that this prediction does not contradict prediction 1 above. Prediction 1 

refers to generic game playing experience, and this prediction refers to specific 

content-area related knowledge. For instance, if a World War II based game is given 

to a group of gamers, then one will expect those who have been gaming longer to 

have more significant presence experiences, due to their mastery of the interface, and 

their ability to understand the display; however, those gamers who know more about 

World War II as a semantic knowledge domain will have reduced presence 

experiences due to unmatched expectations. Note also that gaming experience and 

content domain knowledge are not necessarily correlated, as one can be a content 

expert without having ever played a game, as well as being an experienced gamer, 

without knowing very much about one particular content area. 
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Presence is associated with the integration of content related semantic information – 

recall that the temporary structures in working memory act as connections between 

sensory input and semantic concepts. These structures associate information only 

based on its decoded semantic meaning, and not the source from which it arises. 

Therefore, one can expect that any information which is semantically related to the 

temporary structure will be incorporated into it, regardless of its source. As more 

extensive temporary structures are associated with higher levels of presence, any 

semantically related information (even if non-diegetic) which is incorporated into the 

temporary structure should increase the level of presence.  

8.3 Sample 

101 responses were collected over a one-week period (see 8.4 below for a description 

of the procedure). The mean age was 22.13 years (S=3.23), with a minimum of 17 and 

a maximum of 34. Only 3 respondents were women (2.97%). This seems a gross 

overrepresentation of men, if one compares to widely quoted North American data 

collected in 2000 by the Entertainment Software Association, which found 43% of 

their gamers sample to be women (Entertainment.Software.Association, 2000). 

However, the proportion of women players seems to vary according to many 

variables, such as game type. Avsim.com, a major web-site associated with flight 

simulation gaming, in their 2003 survey of 14,247 flight-simulation gamers, found 

that only 2.6% of the sample were women (avsim.com, 2003). It is likely that the 

proportion of women gamers also varies with cultural variables. In South Africa, 

where this study was conducted, a study of young women found as few as 13% who 

played computer games (Sander & Galpin, 1994). Therefore, while the current sample 

clearly under-represents women, it is not clear by how much. 

8.4 Procedure 

The study used a survey, which was preferred over an experiment for three reasons. 

First, to create an experiment to study long-term experience effects would require a 

lengthy longitudinal study. A survey allows one to examine data from subjects who 

have, in most cases, several years of experience, which would be practically 

impossible to recreate under controlled conditions. Second, an experiment must be 

limited in terms of the virtual environments or games used during manipulation, while 

a survey allows for subjects to have gained their experience with a wide range of 

environments and games; and third, surveys provide a great degree of ecological 

validity provided they are given a large and diverse enough sample (Rosenthal & 

Rosnow, 1991). Given that this study is exploratory, it was felt that the loss of 

experimental control was balanced by the gain in ecological validity. The loss of 

internal validity can also be overcome by verifying interesting findings in a follow-up 

study (see studies 5 and 6 in chapters 9 and 10 for these follow-ups). 

 

The study was advertised as a ‘computer gaming habits survey’ at a South African 

university, and the survey was posted on a web-site. When subjects arrived at the 

web-site, they were given a brief description of the study (its length and form), and 

given a link which started the study (clicking on the link indicated consent to 

participate). All 40 items in the study were presented on one page, with a single item 

per line. The survey page was structured such that the subject could not submit their 

data without first having completed all of the items on the page. Once the subjects 
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submitted their data, they were thanked for their participation.  The study was left 

open for a one-week period in the middle of the teaching term. 

8.4.1 Categorization of game types 

For this study, computer games were broadly divided computer games into two 

categories: those which aim to produce presence (‘presence games’) and those which 

do not (‘non-presence games’). Presence games include among others simulators, 

role-playing games and first-person shooters, while non-presence games include real-

time strategy, abstract puzzles and fighting games. This division was made so as to 

allow the separation of effects associated with gaming and interactive entertainment in 

general from effects which are unique to presence.  

8.5 Measures 

A 40-item instrument measuring 10 factors was created for this study. 6 of these 

factors were time and experience related factors (Table 8.1 below), and the other 4 

were cognitive factors (Table 8.2 below). For all items except those measuring time 

(e.g. length of time playing presence games or age), a seven point Likert-type 

response format was used. The full questionnaire can be found in appendix C.  

 

The factors used were: 

 

Length of time playing presence games –the length of time (in years) which the 

subject has been playing presence games (see 8.4.1 above). This factor allows 

measurement of slow forming strategies and effects. 

 

Frequency of playing presence games –how often in a typical week the subject plays 

presence games. This factor allows the estimation of the short-term contribution of 

presence experiences to the evolution of presence maximization strategies. It also 

allows an estimation of the degree to which thematic inertia might aid in the 

development of such strategies, as a frequent gamer experiences higher levels of VE 

relevant activation more often, which may lead to an increase in thematic inertia. 

 

Frequency of playing non-presence games – this is a control for effects which may be 

related to using interactive entertainment as opposed to presence itself. If a particular 

effect is related to gaming in general (as opposed to specifically presence gaming), 

then this factor will become a significant predictor. It also acts as a control for general 

computer experience effects, as it effectively measures the media consumption of the 

subject. 

 

Knowledge of computers – this is included as a control following the advice of 

Lessiter et al (2001), who argue that experience with and knowledge of the medium 

being used can alter the presence experience for the subject. 

 

Knowledge of games – this also follows Lessiter et al’s (2001) arguments, but is more 

specific to gaming as opposed to computers in general. 

 

Age – this is a general control for maturation or generational effects, following the 

correlation between age and presence reported by Barfield & Weghorst (1993).  
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Factor 
Number 

of items 
Example Item 

Length of time playing 

presence games 
3 

How long have you been playing first 

person shooters?  

Frequency of playing presence 

games 
3 How often do you play simulators?  

Frequency of playing non-

presence games 
3 How often do you play fighting games?  

Knowledge of computers 1 
How much knowledge do you have 

about how computers work?  

Knowledge of games 1 
How much knowledge do you have 

about how computer games works?  

Age 1 Your age: 

Table 8.1: Time-related and experience factors 

 

Factor 
Number 

of items 
Example Item 

Integration of non-diegetic 

information 
5 

Inappropriate music in a game can ruin 

the game experience for me. 

Self-rated importance of 

presence 
6 

A game should make me feel as if I am 

transported to inside the game world. 

Thematic inertia  6 

After watching a TV program or film, I 

often feel like playing a game that is 

similar to the film or program. 

Presence maximization 6 
When I play, I turn off the lights and try 

to keep the room dark. 

Table 8.2: Cognitive factors 

 

Integration of non-diegetic information – this is an estimate of the degree to which the 

subject is integrates thematically related information, regardless of source or 

modality. It reflects the action of the CLCC model’s knowledge clusters, which 

associate information based only on semantic content, and not origin. This factor 

focuses specifically on non-diegetic information for two reasons: first, the effects of 

multimodality (i.e. the case where all information is diegetic) is already well studied 

in the field (see Bystrom & Barfield, 1999; Hoffman et al., 1999; Sallnäs, 1999 for 

examples; and section 3.3.1.3 in chapter 3 for a discussion of these findings). Second, 

non-diegetic information clusters with diegetic information purely by its semantic 

content, making it a top-down effect, which is a relatively unexplored topic in 

presence. 

 

Self-rated importance of presence – this measures how important the subject finds the 

presence experience to their gaming. It is hypothesized that subjects who have well-
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developed capacities to experience presence will score highly on this factor in the 

context of presence games, while the context of non-presence games will not lead to 

an effect. Subjects who do not have the capacity to experience presence should score 

low on this factor regardless of game type, as their lack of presence experiences 

would not have lead to them experiencing any benefits during gaming. 

 

Thematic inertia – in the CLCC model, thematic inertia represents the extent to which 

activation spreads among active knowledge clusters in declarative memory (see 4.3.10 

in chapter 4). Active knowledge clusters remain active after stimulation has ceased, 

and this results in a desire to continue with related activities (until the cluster becomes 

inactive). In the survey, this is a operationalized as the degree to which engaging in 

some activity leads to a desire to engage in another activity which is related by theme 

or semantic content; for example, reading a science-fiction novel leading to a desire to 

play a science-fiction game.  

 

Presence maximization – this estimates the extent to which subjects control their 

environment to maximize the probability of experiencing presence. This factor 

captures this in terms of two strategies which the literature argues correlate with 

presence: reducing possible distractions during the experience (Slater & Steed, 2000; 

J. A. Waterworth & E. L. Waterworth, 2003b; Wirth et al., 2007), and maintaining 

up-to-date computer hardware and software to maximize fidelity and immersion 

(Barfield et al., 1998; IJsselsteijn et al., 2000; Witmer et al., 2005). Subjects who 

score high on this factor are therefore expected to be more likely to experience 

presence when playing presence games. 

8.6 Analysis & results 

As all the variables used in the study were continuous, the data were analyzed using a 

series of linear regression models (Neter et al., 1988). In keeping with the 

evolutionary approach of this study, the variable modeled was either the presence 

maximization factor or the self-rated importance of presence factor, which would 

indicate to what degree subjects had developed the ability to structure their 

experiences for presence, and the degree to which those efforts were successful. 

 

8.6.1 Cognitive factors and time/experience effects 

As the rate of schemata activation and decay is probably set at an early age and 

changes little over time (Rumelhart & Ortony, 1977) it was expected that thematic 

inertia would not be predicted by the time and experience factors. A multiple 

regression analysis with the six time factors as predictors and thematic inertia as the 

criterion confirms this prediction: F = 0.89; df= (6, 66); p < 0.505. The lack of effect 

on this regression demonstrates the independence thematic inertia from learning 

factors.  

 

In the CLCC model, the integration of non-diegetic information is a function of the 

media decoder, which is a learned structure (see 4.3.5 in chapter 4). If this is true, then 

one can expect experience effects. To investigate this possibility, a multiple regression 

to predict capacity to integrate non-diegetic information from the time factors was 

computed, and was indeed significant: F = 2.42; df = (6, 66); p < 0.036; R
2 

= 0.18. Of 

the six time factors, only length of time playing presence games is significant (see 
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Table 8.3). Although this result can be interpreted as supporting a media-decoder 

based ‘learning to decode’ hypothesis, it is also possible that those subjects who are 

better able to integrate non-diegetic information tend to have a more enjoyable 

presence experience during gaming and thus keep playing this type of game for longer 

periods; this second interpretation might seem to be more in keeping with the lack of 

evidence for separate media decoders found in Study 2 (see chapter 6). 

 

8.6.2 Cognitive factors as predictors of self-rated presence importance 

The two cognitive factors (thematic inertia and the capacity to integrate non-diegetic 

information) show a significant correlation with each other (r = 0.36; n = 101; 

p < 0.01). This supports the notion that they share a common cognitive basis, as 

predicted by the CLCC model. To determine if these cognitive factors are related to 

presence, they were used as predictors of self-rated presence importance in a multiple 

regression analysis. This gives a significant model: F = 12.49; df = (2, 98); 

p < 0.0001; R
2 

= .202. In this regression, only integration of non-diegetic information 

is a significant predictor, although thematic inertia shows a large effect, and could be 

considered as significant (see Table 8.4 below). When the effect of thematic inertia on 

self-rated presence importance is examined on an item-by-item basis (controlling for 

the integration of non-diegetic information), thematic inertia was found to be a 

significant predictor of two items: “I prefer games which create a sense of being in a 

place.” (partial r = 0.29; p < 0.016; R
2 

= 0.16) and “For me, the most important aspect 

of game playing is the ability to explore other worlds.” (partial r = 0.25; p < 0.022;  

R
2 

= 0.16).   

 

Predictor Partial r p 

Length of time playing presence games 0.365 0.002 

Frequency of playing presence games 0.108 0.379 

Frequency of playing non-presence 

games 
-0.088 0.475 

Knowledge of computers -0.030 0.805 

Knowledge of games -0.028 0.818 

Age -0.066 0.588 

Table 8.3: Partial correlations for the model predicting integration of non-diegetic information 

from the six time and experience related factors. Significant predictors (p < 0.05) are highlighted. 



8 – Study 4: Experience effects and processing in presence 

200 

 

 

Predictor Partial r p 

Integration of non-diegetic information 0.339 0.0005 

Thematic inertia 0.195 0.051 

Table 8.4: Partial correlations for the model predicting self-rated presence importance from the 

cognitive factors. Significant predictors (p < 0.05) are highlighted. 

8.6.3 Experience effects on self-rated presence importance 

If presence is predicted by particular learned cognitive processes as suggested by the 

CLCC model, then more experienced players should experience more presence. A 

regression model to predict the self-rated importance of presence in games using all 

six time-related factors as predictors is indeed significant: F = 2.78; df = (6, 66); p < 

0.017; R
2 

= 0.202. An examination of the partial correlations to control for inter-

variable dependencies shows the only significant predictor to be frequency of 

presence game playing (see Table 8.5). 

 

Predictor M S.D 
Partial 

r 
p 

Length of time playing presence games 

(years) 
3.05 0.544 0.064 0.603 

Frequency of playing presence games 

(times per week) 
1.05 0.53 0.351 0.003 

Frequency of playing non-presence 

games (times per week) 
0.98 0.51 -0.220 0.073 

Knowledge of computers 

(1 = novice, 7 = expert) 
4.5 0.71 -0.155 0.204 

Knowledge of games 

(1 = novice, 7 = expert) 
3.13 0.67 -0.135 0.269 

Age (years) 22.13 3.2 -0.114 0.354 

Table 8.5: Partial correlations for the model predicting self-rated presence importance from the 

six time and experience related factors. Significant predictors (p < 0.05) are highlighted. 

 

An examination of each of the six items composing the self-rated importance of 

presence factor shows that one item (“The quality of a game's sounds are very 

important for my game experience.”) was also inversely predicted by frequency of 

non-presence game playing (partial r = -0.25; t(66) = -2.11; p < 0.037). Only one item 

(“For me, the most important aspect of game playing is the ability to explore other 

worlds.”), was not predicted by time-related factors at all. The lack of effect on this 

item is probably attributable to the wording of the item. Although some players may 

enjoy exploring game worlds (a high-presence activity), most games make exploration 

a secondary activity – the player’s primary, and therefore most important, goals 

(winning a fight, solving a puzzle, etc.) are often non-presence activities. 
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8.6.4 Effectiveness of presence maximization strategies 

If the basic evolutionary assumption in this study is correct, then the degree to which 

subjects engaged in presence maximization strategies should predict their self-rated 

importance of presence. This was tested using a simple linear regression model using 

presence maximization as the predictor for self-rated presence importance. The 

subsequent model was, as expected, significant, although it explained only a small 

amount of variance (F=18.87; df=1, 99; p<0.0005; R
2 

= 0.15).  

 

An item-by-item investigation of the self-rated presence importance factor showed 

that only two of the six items in the factor failed to show this relationship. The items 

“The quality of a game's sounds are very important for my game experience.” and “I 

prefer games which create a sense of being in a place” were not predicted by presence 

maximization strategies. This may indicate that these items tap into inherent 

properties of the subjects, and are therefore not subject to experience effects. 

8.6.5 Learning to maximize presence 

If presence maximization strategies are indeed evolved using presence as a feedback 

mechanism, then one would expect the most experienced players to make the most 

use of these strategies. Again, a multiple regression was computed with all six time 

related factors as predictors for presence maximization strategies: 

 F = 2.83; df = (6,66); p < 0.016; R
2 

= 0.204. Only knowledge of computer games was 

a significant predictor in this model (see Table 8.6 below). Interestingly, the partial 

correlation shows that higher knowledge of game workings is associated with reduced 

efforts to manage presence.  

 

This finding suggests that gamers who understand games more (and presumably the 

reliance of modern games on specialized computer hardware) would at least make an 

effort to keep their equipment up to date. A possible confound in this study may have 

been that maintaining updated computer equipment was beyond the economic reach 

of our sample of university students. Evidence for this conjecture was found when 

comparing the two items “As far as I can afford it, I make sure my computer has the 

best hardware for playing games.” and “I will consider upgrading my computer to 

play a particular game.”  How long players had been playing presence games was 

indeed a significant predictor for the second item, which is hypothetical and thus not 

bounded by practicalities like the subject’s bank balance (partial r = 0.28; t(66) = 

2.39; p < 0.019), but not for the first, which represents what the subject actually can 

do. 
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Predictor Partial r p 

Length of time playing presence games 0.196 0.108 

Frequency of playing presence games 0.150 0.221 

Frequency of playing non-presence 

games 
-0.093 0.448 

Knowledge of computers -0.015 0.902 

Knowledge of games -0.311 0.009 

Age -0.163 0.181 

Table 8.6: Partial correlations for the model predicting presence maximization strategies from the 

six time and experience related factors. Significant predictors (p < 0.05) are highlighted. 

 

 

For the distraction related items, there were indications that time-related factors play a 

role. For the item “If I am disturbed while I am playing, it ruins the experience for 

me.”, both age (partial r = 0.25; p < 0.043) and how long the player had been playing 

presence games (partial r = 0.29; p < 0.014) were significant predictors (note that 

although both these predictors are likely to co-vary, the partial correlation has 

removed the shared variance between them).  

 

8.7 Discussion 

8.7.1 Support for CLCC predictions 

Although this study could only generate general expectations rather than definite 

predictions, it is worth considering the evidence as a beginning point for discussion: 

 

Presence will be positively correlated with game-playing experience – this was 

generally supported. When modeling self-rated presence importance, the frequency of 

presence-game playing was a significant predictor. However, the length of time 

playing presence games (in years) was not a predictor. This may indicate that the 

presence learning effect is a medium-term effect, and not a long-term effect (that is, 

playing games often keeps the effect active, but it does not accumulate over years of 

experience – see 8.7.2 below). Note that this is not simply a general game-playing 

effect; frequency of playing non-presence games was not a predictor, indicating that it 

is the frequency of presence experiences which produces the effect. 

 

More extensive knowledge networks (as indicated by higher thematic inertia) will lead 

to a lower degree of presence – in the model of self-rated presence importance 

predicted by cognitive factors, thematic inertia was a predictor of borderline 

significance (p < 0.051). This suggests that thematic inertia is probably related to self-

rated presence importance, as suggested by the CLCC model, although it is likely a 



8 – Study 4: Experience effects and processing in presence 

203 

weak effect. The item-by-item examination of self-rated importance of presence 

indicates that thematic inertia is a likely predictor for spatial presence rather than the 

cognitively higher forms of presence (such as engagement and naturalness). 

 

Presence is associated with the integration of semantic information – this expectation 

was clearly supported by the model of self-rated presence importance predicted form 

cognitive factors – the integration of non-diegetic information is a significant 

predictor.  

8.7.2 Learning and experience effects 

This is only a relational study and cannot show causation; nonetheless, the data show 

interesting trends with regard to experience effects and cognition in presence. First, it 

seems that the most reliable experience related predictor of self rated presence 

importance is the proportion of gaming time spent playing presence games. This 

suggests that presence displays a mid-term, slow-decay effect: it begins by one 

presence experience leading to a state which provides some thematic inertia, and a 

latent positive benefit for the next presence experience. If no presence experience 

occurs for a while, the latent benefit decays and disappears (this is indicated by the 

fact that while frequency of presence game playing is positively associated with 

presence, length of time having played presence games does not). A competing 

explanation is that for some individuals, the presence experience becomes highly 

desirable, and so they seek it often, leading to higher gaming frequency. However, as 

the CLCC model provides no explanation for these individual differences in the 

desirability of presence experiences, the former explanation is preferred.  

 

The data do not seem to indicate that users become desensitized to presence. This is 

inferred from the general lack of effect of the length of time playing presence games. 

Indeed, the opposite may be true, as age has a weak positive effect on self-rated 

presence importance (a finding which is supported by the positive correlation found 

by, among others, Youngblut & Perrin, 2002). 

8.7.3 Presence maximization strategies 

Caution should be taken in the interpretation of the effect of these presence 

maximization strategies. As the design used in this study is a relational one, it is also 

possible that the importance give by gamers to presence could lead them to engage in 

presence maximization strategies (rather than the reversed interpretation made above). 

Nonetheless, the data suggest that gamers do successfully engage in strategies to 

maximize their presence. Interestingly, these efforts generally vary (inversely) with 

knowledge of how games work. There are two possible explanations for this 

phenomenon: one is that gamers’ knowledge about the technical aspects of the game 

interferes with their ability to suspend their disbelief during play; either by occupying 

working memory, or by focusing their attention on the display rather than the virtual 

environment. The second is that gamers have naïve theories of how presence ‘works’, 

but more experienced gamers (who probably obtain most of their knowledge from 

gaming websites and gaming magazines) believe the common game marketing line 

that the software is largely responsible for presence, and thus make no effort to 

control their own environment during play. It would be necessary to explicitly tap into 

these naïve theories to validate this hypothesis. Regardless of what gamers believe 
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about their presence experiences, it seems that the presence maximization techniques 

do have some effect, although with little consistency.  

 

These findings may be partly obscured by economic factors. One of the two presence 

maximization strategies measured was the maintaining computer hardware that was 

up-to-date. It is likely that the gamers in our sample want buy the newest hardware, 

but as almost all were university students, their economic realities would interfere 

with this goal. Evidence for this comes from the comparison of two items in the 

factor: the first measures real money expenditure (in which no time effect was found, 

contrary to expectation), and the second measures hypothetical expenditure (for which 

length of time playing presence games was a predictor, as expected). This implies that 

long-time players of presence games recognize the importance of maintaining updated 

hardware, but may not always be capable of doing so in practice. 

 

8.7.4 The role of sound 

An interesting finding about the importance of sound is worth mentioning. Gamers’ 

ratings of the importance of sound to the game experience were not associated with 

presence management strategies, but their ratings of the importance of graphics were. 

This finding is interesting because the literature does not make a distinction between 

modalities in terms of their contribution to presence. This could, of course, simply be 

a deficit in the literature: our definition of presence maximization strategies is based 

on reported factors which have a high degree of empirical validation; and it is 

currently the case that the visual modality has received far more research attention 

than other modalities. Therefore, it may be the case that presence maximization 

strategies related to sound do exist, but the literature has not explored what they are. 

 

The importance of sound was however strongly linked to frequency of presence game 

playing. This may imply that the integration of sound into the presence experience is 

not affected by a player’s efforts, but does improve with repeated exposure. This may 

suggest that the contribution of sound to presence is processed separately from other 

modalities, contrary to the CLCC expectation that all sound is decoded and stripped of 

source before further processing. A more likely explanation for this finding is that it 

arises from an artifact of the study’s method, already discussed above. As there is 

very little research on specific contributions of sound to presence (as compared to 

similar research on the contribution of graphics, for example), very few sound 

relevant presence management strategies were identified from the literature and 

included in the survey. Therefore, it might be the case that gamers do indeed engage 

in some strategies, which were unidentified by this study.  

8.8 Conclusion 

The findings in this study are useful in providing some validation for the top-down 

aspects of the CLCC model, but there are some weaknesses that must be addressed in 

a follow-up (many of these are addressed in study 5, see chapter 9): 

The study consciously avoided any one particular content area to maintain 

generalizability. This strategy however increases the amount of error variance in the 

study, by lacking a measure of the actual degree of subjects’ content knowledge. 
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The study supports the interesting notion that general and specific expectations about 

the VE may have different effects on presence. The measure used, however, made no 

strong distinction between general and specific expectations. Part of this problem 

arises because it is not possible to measure the degree of expectation without focusing 

on one particular content area (see 1 above).  

 

The measure of presence used was too indirect to provide conclusive support for the 

CLCC model. Also, as a standard measure and concept of presence was not used, it is 

difficult to compare these findings with published studies in the literature. 

These weaknesses aside, the study did confirm two important aspects of the CLCC 

model. First, it confirmed the importance of declarative memory in presence by 

showing learning and experience effects on self-rated importance of presence. 

Second, it showed the importance of complex, semantic information processing by 

showing that the integration of non-diegetic information also has a potential effect on 

self-rated importance of presence. 
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Chapter 9: Study 5 – The role of content knowledge 

in presence 
Study 4 was an exploration of various content and experience effects on presence. 

Two of the results of that study are notable: that content knowledge (indicated by 

learning and thematic inertia) is associated with presence, and that cognitive 

processing (indicated by the integration of non-diegetic information) affects presence. 

The exploratory nature of that study prevented specific predictions (see section 8.8 in 

chapter 8). The present study aims to verify these findings, and overcome some of the 

weaknesses of Study 4.  

9.1.1 Theories of content effects on presence 

There is controversy surrounding the role of content in presence. Slater (2003a) 

explicitly separates spatial presence (when a virtual place is experienced as if it were 

not mediated), from other concepts such as engagement and involvement, which are 

regarded by others (for instance, Lessiter et al., 2001) as being a part of presence. He 

argues by analogy that presence occurs by the form in which information is presented 

to the subject. Interest and involvement are brought about by the subject’s relationship 

to the content. He thus concludes that content related factors do not determine 

presence. In general the literature does not agree with this distinction between spatial 

presence and other concepts such as engagement – see section 2.4.1 in chapter 2 and 

section 4.6 in chapter 4 for more detailed discussions of the relationship between 

these concepts. 

 

In media theory, form and content are generally considered separate concepts 

(Calvert, 2001). Logically, they are neither equivalent nor necessarily related. 

However, this belief exists without much empirical evidence. In the presence 

literature, the role of content has been mostly discussed theoretically only (for 

instance, Fencott, 1999; Nunez & Blake, 2001; Wirth et al., 2007). The consensus 

seems to be that presence requires the environment must make sense or carry meaning 

for the subject; and it is the content that provides meaning. Some support exists for 

this idea. A factor analysis of eight presence measures, (Schubert et al., 2001) found 



9 – Study 5: Content knowledge in presence 

207 

that drama (the degree to which the VE presents a story in which events unfold in a 

meaningful, predictable way) ranked 4th out of 8 extracted factors, with an eigenvalue 

greater than 3. 

9.1.2 A theory of content in presence 

One reason why content may not have attracted much research attention is the 

difficulty of operationalizing it as a variable. Are there dimensions along which 

content can be measured? Can the impact of a particular content area be measured? It 

is unlikely that particular content areas will have presence effects. More likely, 

content effects arise from how the data in the VE interacts with the knowledge held by 

the subject. This interaction can be modeled in terms of user expectations. As the user 

begins the experience, the VE content slightly activates some knowledge clusters in 

declarative memory. That activation then spreads though the knowledge cluster, 

leading to expectations of subsequent experiences in the VE (see sections 4.3.6. and 

4.3.10 in chapter 4). If the VE matches these expectations, one can expect a coherent 

construction of the VE and an enhanced presence experience (particularly for 

cognitively higher forms of presence such as engagement and naturalness).  

 

If this is the case, then one can categorize users’ knowledge in terms of the types of 

expectations they will produce. Detailed knowledge will produce highly specific 

expectations, which will be hard for a VE to match; general knowledge will lead 

diffuse expectations which are easy for a VE system to match (see prediction 2 in 

section 8.2 in chapter 8). Therefore, experts should find VEs of their content areas to 

be largely unsatisfactory (unless the simulation has been designed to an extremely 

high degree of content fidelity), as they would notice errors and inaccuracies. On the 

other hand, a novice would find the same simulation satisfactory due to having only 

very general expectations for that content, and might therefore experience more 

presence due to fewer processing interruptions. This is analogous to the well-known 

“uncanny valley” found in simulations of humans (Mori, 1970). Almost all subjects 

are experts in processing the human form human form (albeit largely implicitly), 

which produces very specific expectations. A simulation of a human must be of an 

extremely high degree of fidelity to match such an expectation; indeed, most 

contemporary systems fail at this task, leaving users largely unsatisfied by the 

simulation. The CLCC model’s explanation of the interaction between knowledge, 
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expectation, and the matching of these expectations can essentially be understood as a 

general explanation of the uncanny valley phenomenon, from a cognitive perspective. 

 

9.2 Predictions of content effects made by the CLCC model 

The CLCC model makes the following predictions about knowledge and expectation 

of VE content: 

 

1. Generalized knowledge of content will increase the presence experience, while 

specific knowledge will reduce the presence experience – This arises from 

Study 4 (see section 8.8 in chapter 8), which hypothesized that specific and 

general knowledge of content may have different effects on presence. 

According to the CLCC model, content knowledge is represented as networks 

of knowledge clusters in declarative memory (see section 4.3.6 in chapter 4). 

When one of these knowledge clusters becomes active, it acts as a context or 

expectation, which the data arriving bottom-up from the stimulus attenuator 

content can match or fail to match. A match leads to an increase in the 

semantic bias, a more coherent construction of the VE, and a high degree of 

presence (particularly for cognitively higher forms of presence such as 

engagement and naturalness - see section 4.6 in chapter 4). Specific 

knowledge implies a wide, well-connected network of knowledge clusters, 

which include a large number of details connected to each concept (hence 

allowing encoding highly specific knowledge), which would lead to extensive 

expectations, which bottom-up data would be less likely to match, and thus 

one predicts a reduced presence experience. On the other hand, generalized 

knowledge is associated with a small network of knowledge clusters, with few 

details associated with each concept, which is more likely to be matched by 

bottom-up data, and therefore an increased presence experience.  

 

2. High level semantic processing contributes to presence at least as much as 

perceptual processing – The CLCC model proposes that presence occurs due 

to the formation of temporary structures in working memory which have a bias 

towards processing the virtual environment (see section 4.3.3 in chapter 4). 

These temporary structures arise due to the interaction of perceptual data 
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arriving from the stimulus attenuator, and semantic information arising from 

active knowledge clusters. The model gives no preference to either of these 

sources in this process, although it does predict that semantic processing will 

have more impact on the cognitively more complex forms of presence such as 

engagement and naturalness. One can therefore predict that semantic 

processing should play an equal role to perceptual processing in the presence 

experience, particularly for the cognitively higher forms of presence. 

9.3 Procedure 

As in Study 4 (see chapter 8), a relational design was preferred in order to collect a 

large sample of habitual VE users. The study took the form of an online survey of 

flight simulation game players (advertised as a ‘flight simulator gaming habits’ 

study). Seven web-sites were selected to advertise the study: these were either web-

portals to the flight simulation community, or web forum sites which primarily 

discuss flight simulation. An incentive for participation was offered: Flight1.com, an 

on-line retailer of flight simulation products, was recruited as a sponsor of the study. 

They provided three popular flight simulator products as prizes for a random draw of 

subjects. 

 

Subjects were provided with information about the study (enough to meet the 

informed consent ethical requirement while minimizing expectancy effects), and if 

they agreed to participate, were presented with the questionnaires. The entire survey 

was divided into five sections to improve page download speed. Subjects could only 

continue to the next section of the study once they had completed all the items on the 

current section. To ensure that subjects did not feel coerced into participating by this 

mechanism, the header of each page held a reminder that they could exit the study at 

any time by simply closing the browser window. Subjects were first presented with 

the ten content, cognitive and control factors (see Table 9.1 below), and then were 

asked to report the title of the last flight simulator they played. They were then asked 

to complete the ITC-SOPI with regard to that last session. With the exception of not 

administering the ITC-SOPI immediately after the VE experience, all the 

administration guidelines given by the authors of the ITC-SOPI were followed.  
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9.4 Sample 

One of this study’s aims was to overcome the limitations of Study 4 (see section 8.8. 

in chapter 8). One of these was the lack of a specific content area to examine. A 

practical sampling problem arises in trying to solve this problem – what population 

has varying degrees of knowledge of one well-defined content area, for which there 

exists a VE implementation that content? It was decided to use the population of 

computer game players who play flight simulation games. In this case, the content 

area is well defined (aviation), and knowledge of it can be reasonably measured – by 

either asking subjects to report on their level of knowledge, or by examining their 

interest in other activities related to the content area (reading aviation books, visiting 

aviation web-sites, etc.). One can also determine if subjects have generalized or 

specific knowledge with relative ease (see measures in section 6.6 below). Finally, 

there are a number of high-fidelity flight simulation games which implement various 

aspects of aviation.  

 

A total of 503 responses were collected (see section 9.3 above for a description of the 

recruitment procedure). Of these, 461 (91.6%) reported using Microsoft Flight 

Simulator 2004: A Century of Flight during their last simulator session. These were 

selected as the sample. This was done as a control for software platform across users. 

The sample, although voluntary, consisted of only men. This gender distribution 

probably correctly represents this particular population; as reported in section 8.3 

(chapter 8), the 2003 edition of the AVSIM.com yearly user survey found only 2.6% 

of a sample of 14,247 were women (avsim.com, 2003). It was therefore decided to 

exclude gender as a variable from this study. This decision has some justification - a 

recent review which examined nine studies considering gender in presence  

(Youngblut, 2003) found a difference in only one of those studies.  In terms of age, 

the sample was far more diverse; the mean age was 31.7 years, with an impressive 

range of 12 to 65 (S = 13.07 years). 

9.5 Measures 

Presence was measured using the ITC Sense of Presence Inventory (ITC-SOPI - 

Lessiter et al., 2001). The choice of this measure is discussed in section 2.6 in chapter 

2. The ITC-SOPI scores were predicted by ten content knowledge, cognitive and 
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general control factors which were defined for this study (see Table 9.1 below for a 

summary, the full questionnaire in appendix D). The factors are: 

 

Thematic inertia: The same concept used in Study 4 (see section 8.1.3 in chapter 8). It 

is the tendency for a subject to engage in thematically related activities (e.g. reading 

about aviation, as well as playing aviation related games). It measures the rate at 

which activation decays in knowledge clusters. 

 

Priming: The degree to which subjects engage in behaviors before playing to set a 

cognitive context for the simulation experience (Nunez & Blake, 2003d). This 

includes reading aviation books, manuals, aeronautical charts, or similar immediately 

before a simulation session. It is hypothesized that priming and thematic inertia are 

closely related: thematic inertia is a tendency or cognitive style (associated with the 

extent of knowledge structures), while priming a behavior which expresses that 

tendency. 

 

Content knowledge: Specific knowledge of the real places and aircraft being 

simulated in the game. This factor is possible to implement in this study, as the game 

chosen for investigation provides a virtual version of the entire world and a vast 

number of aircraft, allowing all subjects to have real-world familiarity with the 

content of the game. This factor allows an estimation of the effect on presence of the 

fit between the simulation display and specific content expectations (see prediction 1 

in section 9.2 above).  ).  It should be noted that the items used in this factor do not 

ask direct, content questions (e.g. “which of the following is the oldest airplane flying 

today?”). A content based measure of this form could by necessity only ask very 

general questions, because a very specific question could still be answered incorrectly 

by an expert but of a different sub-field. But, if one has only very general questions, it 

is likely that even a non-expert could obtain a high score. Therefore, this measure 

looks at exposure to information sources, as an approximation to actual degree of 

expertise. The assumption is that high levels of exposure to information sources may 

be associated with expertise, and low levels of exposure to information sources will 

be associated with low levels of expertise.  

 



9 – Study 5: Content knowledge in presence 

212 

Hobby cluster:  The degree to which subjects engage in other aviation related 

activities, such as building model aircraft or reading aviation publications. This 

represents general knowledge of simulated content, in contrast to the content 

knowledge factor, which measures knowledge of specific content. 

 

Simulator mechanics knowledge: The subject’s knowledge of how simulation 

software works. This is measured directly by asking subjects to estimate their own 

knowledge, as done by Lessiter et al. (2001); in addition, it was measured by asking 

subjects to report on the number of modifications or simulation content they have 

created, based on the assumption that being able to create simulator content requires 

knowledge of how the simulator works. This factor can be used to control for 

information relevance, as it includes knowledge of the medium as opposed to 

knowledge of the content.  

 

Presence management: This factor measures the presence management strategies 

defined in Study 4 (see sections 8.5 and 8.7.3 in chapter 8). These are steps taken by 

the subject to improve the immersion of the hardware platform, and their efforts to 

reduce distracters. The factor was expanded to include the use of consumer grade 

simulation input devices (joysticks, control yokes, rudder pedals, throttle quadrants, 

etc.). These devices not only provide improved control for the user, but also act as 

passive haptic devices (Insko, 2001), by mimicking the shape of real aircraft controls. 

 

Evaluation of simulator realism: This is a measure of how realistic the subject 

considers flight simulations to be, in general terms. Notice that we do not use this as a 

measure of the realism of the system, but of the perceived realism. This cognitive 

factor represents arguably the most abstract level of expectation. Subjects who rate a 

simulation as realistic are presenting a positive interpretation bias; it can therefore be 

inferred that subjects who score high on this factor are less likely to interpret 

simulation artifacts as detracting from the experience. 

 

Enjoyment: How enjoyable the subject finds simulations in general. This is an 

important control, as there is evidence to suggest that presence varies with enjoyment 

of the experience (Bystrom & Barfield, 1996; Nichols et al., 2000). Given that the 

subjects use flight simulations voluntarily for recreation, it is likely to be a factor. It is 
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also possible that subjects who find the experience enjoyable would have a bias to 

overestimate their presence (the converse bias is also technically possible, but due to 

the self-selection of this sample, it is unlikely).  

 

Experience-measure delay: As this study takes the unusual step of asking subjects to 

complete the ITC-SOPI with regard to their last flight simulation experience rather 

than immediately after the experience (see section 9.3 above for the procedure), this 

factor controls for possible memory or delay effects. The granularity of this measure 

was chosen as one day. 

 

Age: This controls two factors: the possible natural covariance of age with cognitive 

factors (such as attention, spatial ability, etc.), as well as for the a possible correlation 

between age and presence (as reported by Barfield & Weghorst, 1993; Youngblut & 

Perrin, 2002). 

9.6 Analysis strategy 

 

The usual survey research analysis involves creating a single model from a set of 

predictors. This is then evaluated by examining its fit to the data (as was done in 

Study 4). The analysis in this study goes one step further by comparing the fit of two 

models: The first model is based on the CLCC model, and includes three sets of 

factors (Table 9.1): display and attention factors (form related); content and cognitive 

factors (content related) and general control factors. The second model is a reduced, 

conservative model (Table 9.2) including only display and attention factors (form 

related) and the general control factors. This comparison allows an evaluation in terms 

of the content-form debate: in essence, the model including content and cognitive 

factors represents the content position of the argument, while the conservative model 

represents the form position. Statistically, such a comparison is simple – one can 

perform a significance test on the difference between the error variances of two 

models (Neter et al., 1988), which in effect computes an inference around the model 

R
2
 values.  
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9.7 Results 

The data were analyzed using multiple regression analyses for each of the four ITC-

SOPI factors. Each of the four ITC-SOPI factors were modeled using the ten-factor 

model (see Table 9.1 below), and the four-factor conservative model (see Table 9.2 

below).  

Factor 

(Number of items) 

Factor 

type 
alpha Sample item 

Thematic inertia (5) Cog 0.79 

Reading about real world aviation or flight in a 

book, magazine or web-page makes me want to 

play a flight simulator. 

Priming (5) Cog 0.76 
Before I play a flight simulator, I usually read 

an aviation/flight book, magazine, or web page. 

Content knowledge (8) Ks 0.63 
I prefer to fly virtual flights around places 

which I have been to in real life. 

Hobby cluster (7) Kg 0.55 
How many model aircraft have you built in the 

past year (scale models or radio-controlled)? 

Simulator mechanics 

knowledge (9) 
Ku 0.76 

Have you ever created an aircraft (exterior 

model, flight model, etc.) for any flight 

simulator? 

Presence management (8) Control 0.69 
What size of screen/display do you usually play 

simulators with? 

Evaluation of simulator 

realism (6) 
Kg 0.76 

The experience provided by current commercial 

flight simulators is like the real thing. 

Enjoyment (6) Control 0.68 
I normally find playing commercial flight 

simulators to be a fun experience. 

Experience-measure 

delay – (1) 
Control N/A How many days ago was this last session? 

Age (1) Control N/A What is your age? 

Table 9.1: Factors used to predict ITC-SOPI scores. Factor types: Control is control factor, Cog 

is cognitive factor, Ku is content unrelated knowledge factor, Kg is generalized knowledge factor, 

Ks is specific knowledge factor. 
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Factor 

(Number of items) 

Cronbach’s 

alpha 
Sample item 

Presence management (8) 0.69 
What size of screen/display do you usually 

play simulators with? 

Enjoyment (6) 

 
0.68 

I normally find playing commercial flight 

simulators to be a fun experience. 

Experience-measure delay 

(1) 
N/A How many days ago was this last session? 

Age (1) N/A What is your age? 

Table 9.2: The four factor conservative model predictors (note this is a subset of the ten-factor 

model in Table 9.1) 

These two models were then compared in terms of fit to more clearly show the 

contribution of the content and cognitive factors. When using very large samples (as 

in this study) statistical power is proportionately large (Neter et al., 1988), and 

statistical significance is easily achieved as even tiny effects are detectable. This study 

thus uses the 0.01 level of significance rather than the usual 0.05 level. 

9.7.1 Spatial factor 

For this factor, the ten predictor model is significant (F = 17.41, p < 0.00001) and 

gives a fit of R
2
 = 0.28. The significant predictors (at the 0.01 level) are thematic 

inertia, evaluation of realism, content knowledge (as a negative factor), presence 

management and age (see Table 9.3 below for partial correlations). The difference 

between the fit of this model and that of the reduced conservative model (which has  

R
2
 = 0.15) is significant (F = 12.67, p < 0.00001) – see Table 9.7. 

9.7.2 Engagement factor 

Again, the ten predictor model is significant (F = 30.77, p < 0.00001) with R
2
 = 0.40. 

The significant predictors (at the 0.01 level – see Table 9.4 below) were the same as 

for spatial presence: thematic inertia, evaluation of realism, content knowledge (as a 
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negative factor) presence management and age. The difference in fit between this 

model and the conservative one (R
2
 = 0.26) is again significant (F = 17.86, p < 

0.00001) – see Table 9.7. 

 

Factor Partial correlation 

Thematic inertia 0.28 

Evaluation of realism 0.18 

Content knowledge -0.12 

Presence management 0.19 

Age 0.14 

Table 9.3: Significant predictors (p < 0.01) for the spatial factor, with partial correlations. 

 

Factor Partial correlation 

Thematic inertia 0.33 

Evaluation of realism 0.13 

Content knowledge -0.14 

Presence management 0.33 

Age 0.20 

Table 9.4: Significant predictors (p < 0.01) for the engagement factor, with partial correlations. 

9.7.3 Naturalness factor 

Although the ten predictor model for this factor is significant (F = 18.14, p < 0.00001) 

and the fit is good (R
2
 = 0.29), the significant predictors differ from the two previous 

factors. As before, thematic inertia, evaluation of realism, presence management and 

age are significant predictors; however, content knowledge makes no contribution, 

and priming is a significant predictor (see Table 9.5 below). As with the other models, 

the difference in fit between this and the conservative model (R
2
 = 0.13) is significant 

(F = 13.65, p < 0.00001) – see Table 9.7. 
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Factor Partial correlation 

Thematic inertia 0.24 

Evaluation of realism 0.25 

Presence management 0.16 

Priming 0.10 

Age 0.19 

Table 9.5: Significant predictors (p < 0.01) for the naturalness factor, with partial correlations. 

9.7.4 Negative effects factor 

The ten predictor model is again significant (F = 3.57, p < 0.00026), as one would 

expect with such a large sample; however, it shows very weak fit 

(R
2
 = 0.07). The pattern of predictors is also quite different – only thematic inertia and 

presence management are significant predictors (see Table 9.6 below). Unlike the 

other ITC-SOPI factors, there is no significant difference (at the 0.01 level) in model 

fit between the ten predictor model and the conservative model, whose fit is R
2
 = 0.04 

(F = 2.60, p < 0.02) – see Table 9.7. 

 

Factor Partial correlation 

Thematic inertia 0.15 

Presence management 0.13 

Table 9.6: Significant predictors (p < 0.01) for the negative effects factor, with partial 

correlations. 

 

9.7.5 Overall comparison of model fit 

Table 9.7 below summarizes the differences in model fit (R
2
) between the ten 

predictor model and the conservative model. The R
2
 values used were adjusted to 

compensate for the difference in predictors in each model, as suggested by Neter et al. 

(1998). For all ITC-SOPI factors except negative effects, the differences between 

model fit are significant at the 0.01 level. In general, the ten predictor model explains 

substantially more presence variance than the conservative model (between 1.6 and 

2.3 times more fit). 
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ITC-SOPI Factor 
R
2
 for ten 

predictor model 

R
2
 for conservative 

model 

Spatial 0.28 0.15 

Engagement 0.40 0.26 

Naturalness 0.29 0.13 

Negative effects 0.07 0.04 

Table 9.7: Summary of model fits for the ten predictor and conservative models. Significant 

differences (p < 0.01) are highlighted. 

9.8 Discussion 

9.8.1 Support for CLCC predictions 

 

1. Generalized knowledge of content will increase the presence experience, while 

specific knowledge will reduce the presence experience - Three types of 

content knowledge were measured: Specific knowledge of the content (content 

knowledge), general knowledge of the content (hobby cluster), and knowledge 

of irrelevant content (simulator mechanics knowledge). Specific knowledge 

behaved as predicted by the CLCC model – it reduced spatial presence and 

engagement. The effect on the spatial factor can be understood in terms of 

rendering fidelity expectations held by the user, as predicted in section 9.2. 

Given that the simulation has a set degree of fidelity, expert users should 

notice more mismatches between their expectations and the display, leading to 

a reduction in presence. More generalized forms of knowledge were predicted 

to produce more non-specific expectations, which is supported by the data – 

the hubby cluster factor does not affect presence scores. For the most general 

of all expectations (measured by evaluation of realism – see 9.8.4 below), the 

subjects experience a positive effect on their presence as predicted by the 

CLCC model. Irrelevant knowledge was predicted to produce no expectations, 

and this is indeed shown by the data – simulator mechanics knowledge has no 

effect on presence scores. 
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Naturalness and negative effects failed to show knowledge effects. It is simple 

to understand why negative effects should not be affected, as simulator 

sickness (a phenomenon highly similar to negative effects) is well understood 

to be due to a mismatch in information between the visual and vestibular 

systems (Kennedy et al., 1988), with high level cognition playing almost no 

role. However, naturalness is considered under the CLCC model as one of the 

cognitively higher forms of presence, and should therefore be subject to 

content effects. One can argue that the lack of effect is partly a measurement 

artifact. The ITC-SOPI items measuring this factor are at an extremely non-

specific level of interpretation (e.g. “the content seemed believable to me”). It 

is possible that for this population (flight simulation hobbyists), the lack of 

effect is actually a floor effect – they have enough aviation knowledge such 

that responses to these items vary very little. This however, is not supported by 

the data – the naturalness factor has a mean and variance comparable to the 

other ITC-SOPI factors. Another explanation is that the expectations 

associated with the naturalness factor are implicit rather than semantic – that 

is, they are expectations about how the simulation behaves and responds to 

input (the ‘feel’), rather than being explicit expectations about the shape or 

layout of the physical space and its meaning (that is, naturalness may operate 

on the folk physics module, rather than on the declarative memory module). 

Although this study provides no data to support this hypothesis, it can be 

considered to be indirectly supported by the theoretical distinction drawn 

between implicit and explicit cognition, which is for instance used in implicit 

memory research (see for instance Graf & Ryan, 1990) and the mental models 

literature (for example Johnson-Laird, 1983). 

 

2. High level semantic processing contributes to presence at least as much as 

perceptual processing – The data strongly support this prediction for all ITC-

SOPI factors except negative effects (see the discussion on why negative 

effects is a special case in prediction 1 above). For these three factors, the ten-

factor model improves the fit from explaining roughly one sixth of the 

variance, to explaining roughly one third. Although it is difficulty to say that 

the content-related factors contribute the same amount as immersion factors, it 

is fairly clear that content-related factors make a significant contribution as 
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predicted by the CLCC model. Note that although it is a general principle that  

regression models with more predictors generally lead to better fit (Neter et 

al., 1988), in this case the increase in fit cannot be solely attributed to this 

phenomenon, as the differences in fit are subject to a hypothesis test at the 

0.01 level; however this phenomenon does make it difficult to estimate the 

exact contribution of the content factors. Validation of the technique used in 

this prediction comes from the lack of fit improvement in the negative effects 

factor: negative effects is hypothesized to have no semantic contribution, and 

indeed shows no improvement under this analysis method.  

9.8.2 Implications of the design and sample 

9.8.2.1 Possible effects of experience-measurement delay 

The survey format of this study required violating the requirement that the ITC-SOPI 

be administered immediately after the experience. Although there exists no theoretical 

explanation as to why an experience-measurement delay should introduce systematic 

error into the presence measure, this study controlled for possible effects by 

measuring the delay. Analysis revealed the experience-measurement delay was not a 

significant predictor of any of the ITC-SOPI factors. One may conclude that with a 

quantification granularity of one day, no experience-measure delay effects exist.  

9.8.2.2 Positive bias due to enjoyment 

As most of the participants in this study were likely to be habitual simulation users, it 

was necessary to control for a possible positive response bias. The reported degree of 

positive bias (enjoyment factor) was, as expected, high – a mean score of 29.7 (on a 

scale ranging from 6 to 42), but was not significantly skewed. It is important to note 

that enjoyment was not a significant predictor of any of the four ITC-SOPI factors. 

One can therefore conclude that the reports of presence given by our sample were not 

unduly affected by their enthusiasm for the content. 

9.8.2.3 Gender and age of participants 

Central to any modeling study is a large representative sample (Rosenthal & Rosnow, 

1991). In terms of age, this is an extremely good sample; it provides a wider age range 

than any comparable study in the literature (compare for instance with Study 4, 

Barfield & Weghorst, 1993; Youngblut & Perrin, 2002 which use large samples, but 
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composed of university students). The same cannot be said of the gender composition 

of the sample. This population (flight simulation users) was chosen as it is a group of 

habitual VE users who have knowledge at several levels of relevance of the content of 

the VE. It is unfortunate that a population which is so useful for this purpose has such 

a significant gender imbalance, and raises the issue of whether these findings can be 

generalized to women. From a cognitive perspective, the most serious concern is that 

of possible gender differences in spatial abilities, which would have an impact on 

presence (Wirth et al., 2007). Currently, there is no definitive evidence for the 

existence of such a gender difference. Some time ago the evidence seemd to suggest a 

difference which was diminishing over time (Stumpf & Klieme, 1989). Later meta-

analyses revealed a more inconclusive picture (Coluccia & Louse, 2004; Voyer et al., 

1995). It is therefore possible that some of the findings of this study may not 

generalize across the genders.  

 

Factor Spatial Engagement Naturalness 
Negative 

effects 

Thematic Inertia 0.28 0.33 0.24 0.15 

Evaluation of realism 0.18 0.13 0.25 - 

Content knowledge -0.12 -0.14 - - 

Presence management 0.19 0.33 0.16 0.13 

Priming - - 0.10 - 

Age 0.14 0.20 0.19 - 

Overall R
2
 0.28 0.40 0.29 0.07 

Table 9.8: Comparison of partial correlations and model fit for the significant predictors of the 

ten predictor model on ITC-SOPI factors (empty cells indicate the predictor was not significant 

at the 0.01 level) 

 

However, many of the theoretically important findings of this study (such as the 

contributions of content knowledge), probably rely more on semantic processes than 

spatial ones (as argued in chapter 4), so even if gender differences in spatial abilities 

exist, they may not negate the described effects. 
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9.8.2.4 Degree of control over display variables 

This study attempts to separate the influence of form and content factors by measuring 

presence management practices, as well as sampling only those who use a single 

software platform. It should be noted that although the software was kept constant, it 

is still possible to have slight variations in terms of content as well as display. The 

software selected (as with all computer games) allows users to trade display fidelity 

for simulation update rate by adjusting display parameters within a narrow range. The 

exact degree of visual fidelity which any particular subject experienced during their 

last simulator session is therefore unknown. However, the range of such modifications 

allowed by the software is small, so no major variations in fidelity could arise form 

this source. Also, it is important to recognize that although this can be correctly 

understood as a threat to the internal validity of this design, the use of a large sample 

of subjects reporting on their experiences with their usual gaming situation gives this 

study an enviable degree of external validity (Rosenthal & Rosnow, 1991).  

 

9.8.3 Thematic inertia and priming 

The findings around the role of thematic inertia are largely consistent with the 

findings of Study 4. Thematic inertia is a significant predictor of all four ITC-SOPI 

factors, and in all cases its contribution to the ITC-SOPI factor is either higher or only 

slightly lower than that of presence management. The presence management factor 

was includes measures of display size and passive haptics, which have been 

established as important factors in presence (Hendrix & Barfield, 1996a; IJsselsteijn 

et al., 2000; Insko, 2001); however, the current data suggest that if one holds the 

software platform constant, then thematic inertia is on average at least as important as 

these factors. One explanation for this phenomenon is that high thematic inertia leads 

to more benefit from better displays, and thus leads to learning presence management 

strategies. This explanation is however unlikely, as the overall correlation between 

presence management and thematic inertia, although significant, is fairly low (r = 

0.31; only 9.6% of the variance is shared). Also, if this were the case, we would not 

expect to see both of these factors appear as significant predictors in the multiple 

regression, as they would share a high degree of variance. An explanation which is 

consistent both with the data and the CLCC model is that while presence management 

can be learnt, thematic inertia is probably a feature of declarative memory and 
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therefore inherent. As discussed in section 9.2 above, thematic inertia likely 

contributes to presence through enabling the spreading of semantic activation; it is 

therefore relatively independent of perceptual factors which are associated with 

processing the display. Subjects who are fortunate enough to have high thematic 

inertia and engage in presence management strategies would undoubtedly have the 

highest presence scores, as they would achieve activation of the temporary structures 

in working memory from both bottom-down and top-down sources. 

 

Intriguing is the lack of a priming effect, given that priming has been found to affect 

presence when manipulated experimentally (Nunez & Blake, 2003a). Priming seems 

only to affect naturalness, and then only slightly so (partial correlation of 0.1). One 

explanation is that priming is effective, but subjects do not make use of it. However, 

this is at odds with the evolution of presence maximization strategies argued in (and 

empirically supported by) Study 4. Closer examination of the data reveals that re-

computing the regressions after removing thematic inertia as a predictor, leads to 

priming becoming a significant predictor of all ITC-SOPI factors except negative 

effects. This suggests that priming shares more variance with thematic inertia than 

with the ITC-SOPI factors. It seems reasonable to suggest that thematic inertia 

measures an automatic quality of cognition, where exposure to one stimulus in a 

content area (a book on aviation) automatically activates cognitions about related 

stimuli (a flight simulation) probably by means of spreading of semantic activation. 

On the other hand, priming measures active engagement in behaviors. It seems 

reasonable that without the tendency measured by thematic inertia, priming would not 

be effective. Thus, subjects without the tendency would not have evolved the 

behaviour. Also, not all those who have a high degree of thematic inertia would 

necessarily engage in priming behaviors for any number of practical reasons (limited 

time, lack of priming materials, etc.). Priming would therefore have a much higher 

degree of error variance than thematic inertia. We can therefore expect thematic 

inertia to be a better predictor of presence in the regression analysis than priming. 

9.8.4 Perception of realism as an expectation 

How display realism and simulation fidelity contribute to presence has been discussed 

in the literature to a satisfactory degree (Lessiter et al., 2001; Meehan et al., 2002; 

Slater & Steed, 2000). This study however examined the degree of realism perceived 
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by the subject. As argued by Slater and Wilbur (1997), the fidelity or realism of a 

scene could be measured completely objectively by describing the various display 

parameters. For content, one could similarly measure fidelity in terms of variations 

between the simulated model and the actual phenomena being simulated. However, 

whether a subject perceives a simulation as realistic is a different matter; it depends 

on their expectations of the content. Asking a subject for an assessment of simulation 

realism is a measure of a very general, high level expectation of the experience the 

simulation will deliver. In this study, the simulation platform was kept constant across 

participants, and hardware differences were measured and controlled for. It is 

reasonable to argue that any differences in perceptions of realism can be attributed to 

cognitive factors. Also, the evaluation of simulator realism items asked not about the 

perceived realism of the last simulator session (which would have been an actual 

measurement of the system), but of simulation software in general. One can assume 

that such an average evaluation of realism would have existed before the subjects 

played their last simulator session, and therefore, it would have acted as an 

expectation during that session. As this expectation is extremely generalized, it is 

should be possible to satisfy even with a desktop simulation. This is indeed borne out 

by the data – the evaluation of realism is a positive predictor (with high partial 

correlations) of all factors of the ITC-SOPI except negative effects.  

 

9.8.5 Contribution of content-irrelevant knowledge 

A final interesting effect which appears in this data (or rather, fails to appear) involves 

content irrelevant knowledge (measured by simulator mechanics knowledge). Even 

though this study used a large sample which would typically reveal even the smallest 

effects, no effects were found. One can conclude with confidence that irrelevant 

information neither contributes to nor detracts from presence. This, together with the 

contribution of relevant information presented in section 9.8.1 above, supports the 

CLCC prediction that presence is constructed from a select subset of perceptual and 

conceptual information which is semantically related. It also supports to a lesser 

degree the notion that processing resources are allocated selectively in terms of that 

construction, effectively expressing a bias for content relevant information, while 

excluding irrelevant information. This suggests that presence is not due to a ‘willing 

suspension of disbelief” (discussed in Botella et al., 2003; Ryan, 1999), but rather that 
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information which might lead to disbelief is filtered out, so that the only aspect of 

willingness in the presence experience may the decision to engage with the VR 

system. 

9.9 Conclusion 

9.9.1 Interaction of expectations and mediated content 

As discussed in 9.8.4 above, a high evaluation of realism was associated with an 

increase in presence, due to the general nature of the expectation associated with that 

evaluation. Conversely, for content knowledge, a negative relationship existed with 

presence, due to the highly specific expectations associated with specific content 

knowledge. At the same time, knowledge not associated with the simulation content 

(such as knowledge of the simulation mechanics), had no effect, as it creates no 

expectation for the content. 

 

The CLCC model explains how these expectations operate in presence. Before 

entering the experience, the subject has expectations about the content and the 

experience. During the experience, the simulation provides perceptual cues on several 

modalities (which is all a system can do). If these cues match the expectations arising 

from the subject’s content knowledge, then the subject will have a coherent presence 

experience in the system. If not, the lack of match will lead to a reduced presence 

experience through the attracting of attention to perceived errors in the content, as 

well as a reduced sense of naturalness and reduced engagement with the material. 

Such a mismatch is more likely to occur in the face of highly specific expectations, 

and less likely in the face of generalized expectations. This leads to a general 

expectation principle: VE relevant knowledge creates a cognitive context of 

expectations, with more knowledge leading to more specific expectations; and 

presence is more likely to occur when expectations are matched by the VE system. 

This expectation principle is well supported by this data. If one orders the content 

relevant factors with respect to how specific an expectation they generate and plots 

them against their partial correlations (Figure 9.1 below), then the predicted 

downward trend is discernible for all the ITC-SOPI factors except negative effects.  
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Figure 9.1: Content factors, in decreasing level of generality of expectation plotted against their 

partial correlation with three ITC-SOPI factors: Spatial is the blue curve; Engagement is the red 

curve; Naturalness is the green curve. 

 

9.9.2 Relative contribution of content and cognitive factors 

In general terms, the data show that the content and cognitive factors add significant 

fit  over  the  conservative  model  (see  Table  9.7  above).  The  conservative  model 

replicates the large body  of published work which argues for the importance of 

display related factors in presence (such as Barfield & Hendrix, 1995; Insko, 2001; 

Sas & O'Hare, 2001 and others; Slater & Wilbur, 1997). However, the difference in fit 

between the models highlights the importance of considering content related factors 

when predicting presence. It is unlikely that the significant increase in model fit 

brought about by adding the content related factors is simply an artifact of the selected 

display factors, the addition of more predictors to the regression, or of the method 

used. 

In general terms, the data show that the content and cognitive factors add significant 

fit over the conservative model (see Table 9.7 above). The conservative model 

replicates the large body of published work which argues for the importance of 
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display related factors in presence (such as Barfield & Hendrix, 1995; Insko, 2001; 

Sas & O'Hare, 2001 and others; Slater & Wilbur, 1997). However, the difference in fit 

between the models highlights the importance of considering content related factors 

when predicting presence. It is unlikely that the significant increase in model fit 

brought about by adding the content related factors is simply an artifact of the selected 

display factors, the addition of more predictors to the regression, or of the method 

used. 
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Chapter 10: Study 6 – Effects of semantic content 
manipulation on presence 
Although Studies 4 and 5 provided evidence for the roles of top-down information 

and content effects in presence, the use of surveys prevented inferences of causality. 

Study 6  overcomes this limitation by manipulating semantic information, to test the 

causality of context and content expectation on presence.  

 

This study examines the interaction of content from three sources: Priming which 

occurs before the VE experience, VE content (which remains constant across 

subjects), and non-diegetic music which plays during the experience. VE content was 

not manipulated because it is unknown on which dimensions it varies. It would have 

been possible to adopt the strategy used in Study 5, and select only subjects which 

have an interest in or knowledge of the content chosen – but that technique precludes 

random sampling (which is essential to an experimental design – Rosenthal & 

Rosnow, 1991). It was therefore decided to use a single VE, with true randomization 

of subjects across conditions. Although the content of the VE is constant, it still plays 

an important role in the presence experience, as it provides the semantic context 

against which the priming and non-diegetic music manipulations can be evaluated.  

10.1 Semantic priming  

Priming is a process which prepares subjects for some cognitive task (Maxfield, 

1997), and is generally used to determine if some cognitive process has a top-down 

component. The reasoning behind this method is that if a task involves top-down 

processing, then providing a subject with relevant semantic information will pre-

activate top-level structures and enhance processing; conversely, if a task does not 

make use of top-down processing, then priming will have no effect on that task 

(Rumelhart et al., 1986; Tulving & Schachter, 1990). Some work has been done on 

priming in presence. Nunez & Blake (2003a) found an interaction effect between 

semantic primingand display fidelity on SUS and PQ scores, suggesting that presence 

may have a top-down component. The current study uses the same manipulation. 
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10.2 Non-diegetic music 

Non-diegetic music is a film-making term which describes music which does not arise 

from the space in which the action occurs (Monaco, 2000). Although not located 

spatially in the film environment, it is usually semantically or emotionally related to 

the events portrayed on the screen. Non-diegetic music is interesting for presence 

because it reduces the fidelity of the display, but (as Study 4 suggests) seems to be a 

contributor to presence, at least for veteran gamers. What effect non-diegetic music 

will have on presence is not clear from the models. The three-pole model (Biocca, 

2003) would predict that non-diegetic music would reduce presence, as it would pull 

the presence away from the VE pole towards the mental imagery pole. Similarly, the 

environment selection model (Slater, 2002) would predict that non-diegetic music 

would reduce presence as it would be a non-immersive distracter. On the other hand, 

the FLS model (Waterworth & Waterworth, 2001) would predict that non-diegetic 

music could stimulate the sensus dimension, enhancing presence; similarly, the MEC 

model (Wirth et al., 2007) would predict that non-diegetic music would help direct 

focused attention on the VE, and the music might interact with domain-specific 

interest to enhance presence. 

10.3 Predictions about semantic content made by the CLCC model  

1. Priming (with material semantically related to the VE content) will enhance 

presence, particularly the cognitively higher forms (such as engagement and 

naturalness) – During priming, knowledge clusters activate as the subject 

engages with the priming materials. When priming ends, the knowledge 

clusters remain active for a time due to thematic inertia, such that when the 

subject experiences the VE, the knowledge structures will still be partly 

activate. In the CLCC model, presence relies on the semantic bias of the 

system which is fed down from active knowledge structures. Normally, the 

semantic bias comes about as temporary structures in working memory 

activate knowledge clusters in declarative memory. If the knowledge clusters 

are already partly activated by priming, this should lead to a more substantive 

bias, as the knowledge clusters receive activation from two sources (priming 

and temporary structures) rather than just one. The enhanced bias should lead 

to enhanced presence. This effect will be magnified for cognitively higher 
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forms of presence because of the larger role played by expectation and 

semantic processing in those forms. 

 

2. Non-diegetic music which is semantically related to the VE content will 

enhance presence (particularly the cognitively higher forms such as 

engagement and naturalness) – The CLCC model does not differentiate 

between stimuli originating from the VE or from other sources (as origin is 

inferred during the construction process). This means that non-diegetic music 

(which can be considered as reducing the fidelity of the system) can still 

contribute positively to presence, provided it is semantically related to the 

current model bias. Such music will be included in the model bias, effectively 

increasing it, and thus enhancing presence (particularly the cognitively higher 

forms, which rely more on semantic processing). 

 

3. Non-diegetic music which is semantically unrelated to the VE content will be 

filtered out and have no effect on presence – This prediction is related to 

prediction 2 above. All data are evaluated relative to the semantic bias, so 

semantically unrelated data will either be filtered out at the stimulus attenuator 

(which acts to maintain the semantic bias), or will lead to a reconstruction 

which includes the new data. If the music has a relatively constant volume and 

intensity, it is unlikely to force its way through the stimulus filter, so the 

prediction is that semantically unrelated music will be filtered out, and 

therefore have no effect on presence. 

10.4 Sample 

181 undergraduate students participated for course credit (145 women and 36 men). 

Mean age was 21.45 years (S = 3.46). The sample was measured on computer 

experience, game playing experience, and knowledge of virtual reality (using a 6 

point scale, 0 = no knowledge/experience, 5 = expert). The results indicate the sample 

were novices (see Table 10.1 below). 
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 Mean SD 

Computer experience 1.629 0.597 

Game playing experience 0.204 0.800 

Game playing frequency 0.756 0.742 

Knowledge of VR 0.326 0.585 

Table 10.1: Subjects’ knowledge and experience of VR related technology 

10.5 Apparatus 

Five subjects were run simultaneously in a dedicated space. The desktop machines 

used (see Table 10.2 below) produced a measured update rate ranging between 17Hz 

and 28Hz. 

 

Hardware 

Display: 17” Samsung Syncmaster 750 CRT 

Graphics card: GeForce 6200, 128MB RAM 

Processor: Intel Pentium 4, 2.8GHz 

RAM: 512MB, DDR333 

Input devices: Keyboard and optical mouse 

Sound: Stereo, by headphone 

Table 10.2: Hardware specification of the desktop machines used 

10.5.1 Virtual environments 

The study used two VEs - a training VE (the same used in Study 1 – see 5.4.1 in 

chapter 5, but with a different task) and the main VE in which the study was 

conducted. The main VE represents a European monastery, and contained two 

buildings (the monastery and a chapel) – see Figure 10.1 and Figure 10.2 below. The 

VEs were rendered using the Genesis3D engine (http://www.genesis3d.com), at a 

resolution of 1024x768x32.  Audio was spatialized (through headphones), and the 

subject could hear their footsteps in the VE as they walked. Control in the VE was by 

the Quake Keys method (Dalgarno & Scott, 2000).  
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Figure 10.1: Image from the monastery environment (upstairs landing) 

10.6 Procedure 

When subjects arrived, the researcher explained that the study was examining 

psychological aspects of virtual reality. Subjects were then randomly assigned to a 

condition (see 10.8 below for the manipulations). They completed an introductory 

questionnaire measuring biographical information and their level of VR experience. 

They were then shown the controls and task (described in 10.7 below), and taken 

through the training VE.  The subjects were then, according to the experimental 

condition, given priming materials to read on-screen (see 10.8 below for a description 

of the materials).   

 

The subjects then read brief scenario for their experience – they were told that they 

were assistants to an anthropology professor, who had negotiated with the monks of a 

local monastery for their collection of rare books. The subjects’ task was to go to the 

monastery and search for and collect the books (see appendix E for scenario text).  

The main VE was then started, and subjects performed the task for a timed period of 

15 minutes. The subjects were administered the ITC-SOPI, followed by the Izard 

emotion scale (Izard, 1991). See measures (10.9) below.  
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Figure 10.2: Image from the monastery environment (courtyard) 

10.7 Experimental task 

The task was object search and collection, and was semantically concordant with the 

VE content and scenario. A total of 30 objects (ancient books) were placed in the VE, 

which the subjects had to search for and retrieve. Subjects retrieved an object by 

moving close to it, centering it on screen (see Figure 10.3 below), and clicking the 

mouse button. At any time the subject could get a count of how many objects were 

left to retrieve. However, this object counter never displayed a number less than 1; 

this prevented subjects who completed the task faster than others from being idle until 

the end of the 15 minute session.  

10.8 Content manipulations 

This study manipulated two factors: Priming (Nunez & Blake, 2003a) and non-

diegetic music fit. Priming was manipulated by giving subjects a set of materials to 

read before the VE experience (as used in Nunez & Blake, 2003a). Two priming 

conditions were used: VE-relevant (see Figure 10.6 and appendix F) and VE-

irrelevant (see Figure 10.5 and appendix F). The materials are taken from Nunez & 

Blake (2003a), as these have been shown to produce differences in SUS and PQ 

scores. They have also been shown to take equivalent times to read by undergraduate 

samples (Nunez, 2002). 
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Figure 10.3: A book centered on the screen about to be collected (with a mouse 

click) 

 

Non-diegetic music fit was manipulated into three conditions: fit, no-fit and baseline. 

In the fit and no-fit conditions, the subjects heard background music during their 

entire VE experience (a four minute piece looped to fill the entire 15 minute session). 

In the baseline condition, no music was played. To select the music, a set of seven 

pieces which were though to be of high or low fit to the VE were first selected. These 

were then presented to ten independent judges together with a set of fifteen 

screenshots of the monastery VE.  

 

The judges were asked to rate, on a seven point scale, the match between the theme of 

the images and of the music (1 = do not fit together at all, 7 = fit together perfectly). 

The pieces with the highest and lowest average ratings were then chosen for the fit 

and no-fit conditions. The best fitting music (mean fit 6.0) was Salvator mundi, salva 

nos, a medieval choral piece by Thomas Tallis; the worst fitting piece (mean fit 1.7) 

was Nin wa itsumodemo issho, an upbeat recorder piece from a children’s television 

program, by Masaki Kurihara. 
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Figure 10.4: Sample of the VE-irrelevant priming material (trains; Nunez & 

Blake, 2003) 

 

 

Figure 10.5: Sample of the VE-relevant priming material (monasteries; Nunez & 

Blake, 2003) 
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10.9 Measures 

 

Presence was measured using the ITC-SOPI (Lessiter et al., 2001; see also 2.6 in 

chapter 2). A potential confound in this study is emotion. Bever (1988) argues that 

music, by its tone and rhythm, can encode emotions which are widely recognized; this 

is echoed by Pinker (2002), although with the qualification that this effect is culture 

bound. A number of empirical studies support this idea (Sloboda, 1991), with 

particularly mode, rhythm and tempo playing an important role in producing 

particular emotions (Gabreilsson & Lindström, 2001). Because emotion is theorized 

to be a significant factor in, this is a concern: Alcañiz et al. (2003) and Riva et al. 

(2003) have proposed that emotion acts as mediator to VE content during presence. 

Some empirical support exists for this relationship. Baños et al. (2004; , 2004) 

showed that presence correlates with emotion, and that presence scores can be 

changed by manipulating the emotional tone of the environment. 

 

Because this study manipulates music, it is possible that the music selected will lead 

to differences in presence due to emotion effects rather than semantic effects as 

intended. This was a particularly concern as the music chosen for the fit condition was 

dark and moody, while that chosen for the no-fit condition was light and upbeat. As a 

control for this, the study included a measure of emotion response - the second edition 

of Izard’s differential emotions scale (DES-II Izard, 1991), which consists of 30 

items, each either a word or phrase describing an emotion. Subjects rate the degree to 

which they felt that emotion on a seven point scale (1 = Not at all, 7 = Very much). 

The DES-II has been recently validated for research use (Fuenzalida et al., 2005). The 

items were further collapsed into three factors: Positive and Negative emotions 

(following Izard, 1991), and attention focusing – see table Table 10.4 below for which 

items compose these factors, and 10.10.2 for a description of the procedure. 

10.10 Analysis & results 

10.10.1 Task performance 

The task was designed to keep attention focused on the VE, so task performance is not 

central to the validity of the study. The task was in fact very easy – 139 subjects 

(86.75%) collected 25 or more of the 30 objects (see Figure 10.6). Due to the ease of 
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the task, 42 subjects who collected fewer than 25 objects were excluded form 

analysis, as their poor task performance may indicate problems with the interface or 

other system failures rather than natural variation in task performance. A chi-square 

analysis shows that the subjects excluded were evenly distributed in the design (χ
2 

= 

1.400, p < 0.496). The exclusion will therefore not bias subsequent analysis. 

 

The distribution of subjects included in the design is shown in Table 10.3 below; the 

distribution is even across cells (χ
2 

= 0.548, p < 0.760). Although 77.5% of subjects 

were women, the men are distributed evenly in the design (χ
2 

= 0.881, p < 0.643). 

 

Non-diegetic fit 
Priming 

Fit Baseline No fit 

VE-relevant 28 27 23 

VE-irrelevant 25 30 27 

Table 10.3: Cell frequencies (N) for each of the six conditions. 
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Figure 10.6: Histogram of task performance (number of objects collected) 
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10.10.2 Factorization of Izard emotion scale 

The DES-II scale is theorized to contain two factors - positive and negative emotions 

(Izard, 1991). The DES-II data from this study was factor analyzed to extract two 

factors (using varimax rotation). The factor loadings on the two resulting factors were 

taken by considering items which had a factor loading higher than 0.7. The resulting 

factor structure (shown in Table 10.4 below) supports the theoretical distinction 

between positive and negative emotion. The negative emotion factor explains 0.23 of 

the total variance (eigenvalue 6.983), while the positive factor explains 0.20 of the 

total variance (eigenvalue 5.740). A third factor was constructed a-priori from the 

DES-II, to measure attention focus. 

 

Positive emotion 

(R
2
 = 0.23) 

Negative emotion 

(R
2
 = 0.20) 

Attention Focus 

(a priori) 

Happy Disgusted Alert 

Joyful Disdainful You were concentrating 

Surprise Downhearted Attentive 

Amazed Angry 

A feeling of revulsion 
 

Scornful 

 

Table 10.4: DES-II items included in each of the factors. The positive and 

negative emotion factors were produced by a factor analysis; the attention focus 

(not a standard DES-II factor) factor was produced a-priori. 

 

10.10.3 Manipulation effects on emotion 

Each of the three DES-II factors were analyzed using a 2x3 (priming x non-diegetic 

music fit) factorial analysis of variance 

10.10.3.1 Positive emotion 

There was no significant main effect of priming condition (F(1, 175) = 0.0136, p < 

0.907) or of non-diegetic music fit condition on positive emotion (F(2, 175) = 0.195, p 

< 0.822). There was also no interaction effect between these factors on positive 

emotion (F(2, 175) = 1.0036, p < 0.368). 
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10.10.3.2 Negative emotion 

As with positive emotion, there were no main effects (priming: F(1, 175) = 0.046, 

p < 0.830; non-diegetic music: F(2, 175) = 0.348, p < 0.348) or an interaction effect 

(F(2, 175) = 0.385, p < 0.681) on negative emotion. 

10.10.3.3 Attention focus 

Again, no main effects (priming: F(1, 175) = 0.713, p < 0.399; non-diegetic music: 

F(2, 175) = 0.053, p < 0.948) or interaction effect (F(2, 175) = 0.035, p < 0.965) were 

found on attention focus. 

10.10.4 Emotions and presence 

To test if emotions were associated with presence scores (as predicted by Alcañiz et 

al., 2003; R. M. Baños et al., 2004), we conducted zero-order correlations between 

the four ITC-SOPI factors and the three DES-II factors. All correlations are 

significant. The results are shown in Table 10.5 below. Note that positive and 

negative emotion give inverted correlation directions. 

 

ITC-SOPI factor 
Izard DES-II 

factor Spatial Engagement Naturalness 
Negative 

Effects 

Positive 

emotion 
0.56 0.69 0.47 -0.32 

Negative 

emotion 
-0.18 -0.26 -0.19 0.32 

Attention 

focus 
0.55 0.65 0.41 -0.31 

Table 10.5: Zero-order correlations between presence and DES-II scores. All 

correlations are significant at the 0.05 level. 

10.10.5 Modeling presence from emotion and experimental condition 

Because of the significant zero-order correlations between presence and DES-II 

factors, it was decided to include DES-II factors into the analysis of presence as 

covariates. Each ITC-SOPI factor was predicted using a general linear model (GLM) 
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which included the priming condition, the non-diegetic music fit condition, and the 

three DES-II factors. 

10.10.5.1 Spatial factor 

The Cronbach’s alpha for this factor was 0.92. For this factor, the overall model is 

significant: F(8, 151) = 11.896, p < 0.0001, 

R
2
 = 0.386 (see Table 10.6). Analysis of the effects shows that only the DES-II 

positive emotion and attention focus factors are significant predictors. Positive 

emotion has a partial correlation of 0.327 (R
2
 = 0.387), while attention focus has a 

partial correlation of 0.305 (R
2
 = 0.360). 

 

Effect df F p 

Izard Attention Focus 1 15.577 0.0001 

Izard Positive 1 18.117 0.0001 

Izard Negative 1 0.858 0.355 

Priming 1 0.034 0.853 

Non-diegetic music 2 0.556 0.574 

Priming x Non-diegetic 2 1.673 0.191 

Table 10.6: GLM results for the ITC-SOPI spatial factor. Significant effects (p < 

0.05) are highlighted 

10.10.5.2 Engagement 

The Cronbach’s alpha for this factor was 0.91. The overall model is significant: F(8, 

151) = 28.571, p < 0.0001, R
2
 = 0.602 (see Table 10.7). Analysis of the effects shows 

that only the three DES-II factors predict engagement. Positive emotion has a partial 

correlation of 0.515 (R
2
 = 0.387), negative emotion has a negative partial correlation 

of -0.188 (R
2
 = 0.065), and attention focus has a partial correlation of 0.406 (R

2
 = 

0.360). 

 

10.10.5.3 Naturalness 

The Cronbach’s alpha for this factor was 0.79. The overall model is significant: F(8, 

151) = 7.425, p < 0.0001, R
2
 = 0.282 (see Table 10.8). This factor shows a similar 

pattern to the spatial factor: the positive emotion and attention focus factors of the 
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DES-II scale predict naturalness. Positive emotion has a partial correlation of 0.256 

(R
2
 = 0.387), and attention focus has a partial correlation of 0.203 (R

2
 = 0.360). For 

this ITC-SOPI factor however, non-diegetic music fit was significant. A Fisher’s LSD 

post-hoc test shows that there was no significant difference between the no-fit (M = 

2.946) and no music (M = 2.848) conditions; but the fit condition (M = 3.240) was 

significantly larger than the other two conditions. As can be seen by the mean 

differences between conditions, the effect is small (see Figure 10.7 below). 

 

 

Effect df F p 

Izard Attention Focus 1 29.926 0.0001 

Izard Positive 1 54.574 0.0001 

Izard Negative 1 5.557 0.016 

Priming 1 0.046 0.829 

Non-diegetic music 2 0.101 0.903 

Priming x Non-diegetic 2 2.232 0.100 

Table 10.7: GLM results for the ITC-SOPI engagement factor. Significant effects 

(p < 0.05) are highlighted 

 

 

Effect df F p 

Izard Attention Focus 1 6.549 0.011 

Izard Positive 1 10.616 0.001 

Izard Negative 1 0.902 0.343 

Priming 1 0.028 0.866 

Non-diegetic music 2 4.513 0.012 

Priming x Non-diegetic 2 0.662 0.517 

Table 10.8: GLM results for the ITC-SOPI naturalness factor. 

Significant effects (p < 0.05) are highlighted 
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Figure 10.7: Means plot for the non-diegetic music condition effect on 

naturalness. 

10.10.5.4 Negative effects 

The Cronbach’s alpha for this factor was 0.88. The overall model is again significant: 

F(8, 151) = 5.220, p < 0.0001, R
2
 = 0.216 (see Table 10.9) Only the negative emotion 

factor and priming condition predict negative effects. Negative emotion has a partial 

correlation of 0.305 (R
2
 = 0.065). Subjects primed with VE relevant material had 

lower negative effects scores (M = 2.526) than subjects primed with VE irrelevant 

material (M = 2.981). 

10.11 Discussion 

10.11.1 Support for CLCC predictions 

In terms of the predictions made by the CLCC model in 10.3 above, the results 

suggest the following: 

 

1. Priming (with material semantically related to the VE content) will enhance 

presence, particularly the cognitively higher forms (such as engagement and 

naturalness) – Only one of the four ITC-SOPI factors (negative effects) was 

sensitive to the priming manipulation (subjects primed for the VE content 
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experienced slightly lower negative effects scores). The negative effects factor is 

however problematic to explain as it relates primarily to physiological responses 

such as eyestrain and nausea (Lessiter et al., 2001), which makes it unclear why a 

purely cognitive manipulation such as priming has an effect. One explanation is 

that the subjects who had more negative effects had more negative emotions and 

therefore had a poorer presence experience; but this cannot be the case because 

emotions were factored out of the priming effect by the GLM. It may well be that 

negative effects, like simulator sickness, occur due to a mismatch between 

expectations and incoming data (Kennedy et al., 1988). This would mean that 

those subjects in the VE relevant priming condition would have had expectations 

which would more closely have matched what they experienced in the VE.  

 

Effect df F p 

Izard Attention Focus 1 3.629 0.058 

Izard Positive 1 1.583 0.210 

Izard Negative 1 15.556 0.0001 

Priming 1 6.390 0.012 

Non-diegetic music 2 0.233 0.792 

Priming x Non-diegetic 2 0.545 0.589 

Table 10.9: GLM results for the ITC-SOPI negative effects factor. Significant 

effects (p < 0.05) are highlighted 

 

Although the general lack of a priming finding contradicts Nunez & Blake 

(2003a), it is worth noting that that study found an interaction between fidelity and 

priming, and not a priming main effect. As this study did not manipulate display 

fidelity, there was no reason to expect a replication of that previous finding. 

 

2. Non-diegetic music which is semantically related to the VE content will enhance 

presence (particularly the cognitively higher forms such as engagement and 

naturalness) – This prediction was partly supported. Although non-diegetic music 

did not affect the spatial and engagement factors, it was a predictor of naturalness, 

which is the factor which the CLCC model predicts is most closely tied to 

semantic expectations. As predicted, it is only the relevant music condition which 
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produces a benefit above the baseline (no-music) condition. This suggests that the 

music is activating knowledge clusters which are then receiving activation from 

the temporary working memory structures. Again, the benefit cannot be attributed 

to any emotion change produced by the music itself, firstly because there was no 

main effect of music on emotion, and secondly because the GLM factors out 

emotion. Finally, the effect cannot be ascribed to the music simply providing more 

information (as one would argue the multimodality effect), because it is only the 

relevant music which gives the benefit. One must therefore conclude that this is a 

content effect, and not simply an immersion or information load effect.  

 

3. Non-diegetic music which is semantically unrelated to the VE content will be 

filtered out and have no effect on presence – This prediction is strongly related to 

prediction 2 above, and has a similar level of support. Again, only naturalness 

shows the predicted result: there was no significant difference between the 

baseline condition and the irrelevant music condition. This suggests that, as 

predicted, the semantically irrelevant music is filtered out and has no effect on 

subsequent processing. 

10.11.2 Emotion and presence 

A surprising finding was the predictive power of the DES-II. The positive emotion 

factor predicted three of the four presence factors (spatial, engagement and 

naturalness), while the negative emotion factor predicted two of the four (engagement 

and negative effects). Furthermore, the pattern is highly intuitive: positive emotion is 

positively correlated with presence, and negative emotion is negatively correlated 

with presence. This pattern supports Lessiter et al’s (2001) suggestion than 

engagement is associated with enjoyment of the VE (as enjoyment would no doubt 

generate positive emotions), but the effect seems to generalize to the other factors of 

presence, including the fairly automatic spatial presence factor. Although the link 

between emotion and presence has been demonstrated by Baños et al. (2004; , 2004), 

it was surprising that after factoring out all the experimental manipulations as well as 

attention allocation, the emotion factors still emerged as the best predictors of 

presence. These findings suggest that emotion is an important factor in presence, and 

should be included in predictive models in the future. At the very least, measures of 
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emotion should be included into future experiments as controls for extraneous 

variance. 

10.11.3 Fidelilty, non-diegetic information and presence 

An interesting result is the lack of negative effects from adding non-diegetic music to 

the VE (see Figure 10.7 above for the means plot). This finding contradicts the 

general assumption that presence will increase as display fidelity increases (Biocca, 

2003). This data shows that decreasing the fidelity of the system (by adding 

background music) can lead to an increase in presence, or to no change at all, 

depending on the semantic fit between the music and the VE content. 

 

One conclusion which can be drawn from this study (which is supported by the CLCC 

model) is that presence is not simply a consequence of replacing the subject’s sensory 

stimuli with other, similar stimuli (Slater, 1999), but rather that presence occurs when 

a set of sensory stimuli matches the subject’s expectations for that situation. The 

reason non-diegetic music contributes to presence (and particularly to naturalness) is 

that when placed in front of a display and shown moving images, subjects have 

expectations associated with films and television, including an expectation for non-

diegetic music which matches the images they see. This accounts for the seemingly 

counter-intuitive finding that subjects find the interactions more natural or realistic 

when fitting non-diegetic music is played – it is not more natural when one expects the 

VE to be like an unmediated experience, but it is more natural when one expects it to 

be like a television or film experience.  
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10.12 Conclusion 

The data supported the CLCC predictions moderately well. Three important findings 

emerged from this study. First, manipulating content related variables can affect the 

presence experience, as suggested by the naturalness and negative effects results. It 

also seems that the source of stimuli (be it diegetic or non-diegetic) does not matter to 

the presence experience; rather, it is the semantic content of the stimuli which is 

important. Second, data which is semantically unrelated to the content does not 

necessarily interfere with the presence experience. It can be filtered out to prevent 

further processing, and this filtering process leads to presence scores no lower than 

baseline. Third, emotion is a strong correlate of presence, which should be considered 

both in future models and as a control in empirical studies.  
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Chapter 11: Conclusions 
 

This project aimed to develop and validate the CLCC model, which is a 

psychologically and evolutionarily plausible cognitive model of presence. The CLCC 

model contains several innovations. First, it incorporates both working memory and 

attention which allows it to explain both breaks in presence and drifts out of presence. 

Incorporating working memory also allows predicting how task performance might 

interfere with presence, and how semantic consistency can be factor in presence. 

Second, it models semantic processing (by means of declarative memory and the 

semantic bias), which allows it to make explicit predictions about content effects. 

Third, the model includes media decoders as an explicit mechanism to explain both 

how different media (immersive and non-immersive) can bring about presence, and 

how literacy with media can lead to individual differences in the experience. Finally, 

due to the inclusion of declarative memory, the model allows for effective 

explanations of individual differences based on previous knowledge and expertise. 

Beyond these innovations, the CLCC model is capable of explaining well-established 

findings in the literature, such as the immersion-presence relationship, the role of 

attention in presence, breaks in presence, forms of presence beyond spatial, as well as 

all five theoretical problems (the book, physical reality, dream state, inverse presence 

and virtual stimuli problems). This gives it more explanatory power than existing 

presence models. Overall, the model exists in order to explain the top-half of the 

presence experience. As argued in Chapter 1, users of virtual environments are active 

processing agents, who bring with them their previous experiences, media literacy and 

other individual factors into the VE; it is therefore incorrect to consider them simply 

as passive elements in the presence experience (as is done by the two-pole and three-

pole models of presence – see Chapter 3). Rather, one needs to consider how users 

process the VE in their own cognitive context. The CLCC model is able to do this by 

incorporating semantic memory systems, and by positing a specific mechanism 

(active constructions in working memory) to explain how this context interacts with 

immersion factors. At first glance therefore, it would seem that cognitive factors 

should at least be considered as important as immersion factors (and indeed, Study 5 

seems to support this idea). However, one cannot ignore the abundance of empirical 

studies which show that immersion factors, as a trend, increase the presence 
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experience; the interaction between immersion and cognitive factors is therefore 

likely to be subtle. The CLCC model, with its integration of top-down and bottom-up 

factors, provides a highly structured theoretical framework in which to investigate 

these interactions in the future. 

 

The predictions and findings of the empirical studies conducted to evaluate the CLCC 

model are summarized as a table in Appendix H. The evidence from the six studies 

shows that overall the CLCC model is valid. The stimulus attenuator does select 

stimuli based on semantic as well as physical properties as predicted (see 11.1 below), 

and there does seem to be a general semantic bias which interacts with incoming 

stimuli (see 11.1 and 11.2 below). Most clear were the content effects tested – there is 

strong evidence that, as predicted, declarative memory plays an important role in 

presence, through the creation and matching of expectations based on previous 

experience (see 11.1 and 11.3 below). There are also some weaknesses in the model. 

No evidence was found for the operation of the media decoders, but working memory 

does seem to play a role in presence, although smaller than predicted by the model 

(see 11.1 below). 

11.1 Working memory and attention in presence 

The CLCC model is the first presence model to incorporate working memory; Studies 

1 and 2 were thus conducted without methodological precedent in this field. Similarly, 

Study 3 was innovative in that it was the first presence study to apply the divided 

attention paradigm to presence. In some sense, the lack of previous work in these 

areas increased the risk that the CLCC model would be invalidated straight out of the 

box; however, the success of the working memory interference and divided attention 

paradigms in related fields (such as human factors – see 4.2 in chapter 4) promised 

not only theoretical advances, but also a potential clarification of the relationship 

between presence and task performance (see Bystrom et al., 1999a for a description of 

this problem).  

 

The CLCC model made strong predictions with regards to working memory and 

attention in presence. Specifically, it predicted that under all media conditions, spatial 

presence should use the least amount of processing resources, while engagement and 

naturalness should use more resources (see 5.2 in chapter 5); furthermore, when 
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experiencing an  encoded medium, all presence factors should show more working 

memory use (see 6.1 in chapter 6). The data support only a weak version of these 

predictions. In a semi-immersive VE (Study 1), spatial presence showed no working 

memory interference, while engagement and naturalness showed only slight 

interference effects; and in a non-immersive VE (Study 2), none of the factors showed 

any working memory interference. This lack of effect may be due to an error or 

artifact in the studies, because not only do they contradict CLCC predictions, but 

MEC model predictions also. The MEC model posits that subjects construct SSMs 

which are tested against incoming perceptual evidence (Wirth et al., 2007). It is 

reasonable to assume that the construction and testing of these structures will make 

use of some cognitive resources, and although the MEC authors do not state what 

resources are involved in this task, working memory seems a likely candidate. 

Therefore, the lack of working memory effects may not point to a weakness in the 

CLCC model, but rather a weakness in the task manipulation used in studies 1 and 2 

(see 11.5.1). 

 

More puzzling still is the lack of a divided attention effect in Study 3, where no 

difference was found between the baseline and divided attention conditions, as 

predicted by the CLCC model. This seems highly unlikely to be a reflection of a lack 

of effect, however. Every model reviewed in chapter 3 proposes an important 

relationship between attention and presence; it is highly unlikely that all of these 

models are mistaken; furthermore, Study 6 shows that the attention focus DES-II 

factor is a significant predictor of presence. More likely, a methodological artifact 

(such as differential task difficulty – see point 2 in 7.9.1, chapter 7, and 11.5.1 below) 

has lead to the lack of effect in this study. 

 

In general then, Studies 1, 2 and 3 provide moderate support for role of working 

memory in presence, and inconclusive evidence for the role of attention in presence. 

More research will be required to close these questions (see 11.5). 

11.2 Cognitively higher-level and lower-level forms of presence 

Three of the four ITC-SOPI factors show an interesting pattern of results across 

studies, which suggest that presence is a cognitively complex phenomenon.  
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Spatial – In Studies 1 and 2, this factor showed no working memory interference 

effects. In Study 5, the spatial factor showed the lowest R
2
 value, indicating that it 

was the hardest to predict from cognitive factors (see Table 9.8 in chapter 9). Finally, 

in Study 6, the spatial factor showed no non-diegetic information integration effect. 

As a whole, this evidence suggests that spatial presence is not significantly affected 

by semantic (content) information, as argued by Slater (2003a), and suggests that it is 

largely perceptual, relying on highly optimized, low-level cognitive processes which 

require minimal resources (although see 11.2 above) 

 

Engagement – In Study 1, engagement showed a small interference effect when the 

verbal working memory system was loaded, suggesting that engagement requires 

some semantic integration (the effect was not replicated in Study 2). In Study 5 the 

role of semantic information in engagement became clearer – it shows strong 

expertise effects in the predicted direction (more expertise leading to lower 

engagement). However, engagement showed no effect for integration of non-diegetic 

information in Study 6, although it was predicted by change in emotion. These results 

suggest that engagement, as proposed by the CLCC model, does involve higher-level 

semantic processing. This processing seems to involve the integration of diegetic VE 

information with existing knowledge and expectations of the VE content. 

 

Naturalness – The evidence suggests that this factor is more closely related to 

engagement than to spatial presence. In Study 1 naturalness also shows small 

interference effects when spatial working memory was loaded (this was not replicated 

in Study 2). Study 5 showed clear high-level processing effects, although the pattern 

was slightly different from that showed by engagement – content expertise does not 

reduce naturalness, and priming is a factor. This suggests that naturalness also 

operates on the basis of expectation, but rather than being specifically about semantic 

information, is about expectation in the most general sense (in terms of interaction, 

content, etc). Study 6 confirmed this by showing that non-diegetic information (which 

creates extremely diffuse expectations of the content) affected naturalness in the 

predicted direction (see 11.5 below). 

 

Negative effects - The negative effect factor is slightly problematic in this context, as 

it is not directly considered part of presence, but rather a negative correlate of it 
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(Lessiter et al., 2001). Nonetheless, following the expectation matching feature of the 

CLCC model (which was demonstrated in Study 5), considering negative effects 

(particularly simulator sickness), may lead to interesting insights. Kennedy et al. 

(1988) have argued that simulator sickness arises due to a lack of match between 

sensory stimulation on various sense organs; in effect, stimuli at one organ create an 

expectation, which if not matched by the other organs, leads to simulator sickness. 

Comparing the negative effects findings then might give some insight on this 

expectation hypothesis. In Studies 1, 2 and 3, no working memory or attention effects 

were found, as one would expect, due to the low level, sensory nature of these 

negative effects. In studies 5 and 6, which deal more explicitly with expectation, some 

weak effects are found on this factor (priming and thematic inertia were predictors), 

suggesting that some complex interactions may occur. Nonetheless, these findings 

should be interpreted with care, as the manipulations used were not at the correct level 

of cognitive abstraction for testing these negative effects appropriately.  

 

One can therefore conclude from these findings that that presence occurs at various 

levels of abstractness, which in turn strongly suggests that presence is the result of 

complex information processing (Craik & Lockhart, 1972). Spatial presence 

represents the most concrete of these levels, being hardly affected by semantic 

information and expectation. Next is naturalness, which shows small semantic effects, 

relying more on general expectations based both on semantic knowledge and previous 

experiences with similar media; and most abstract of the three is engagement, which 

relies heavily on semantic information and is subject to interference from semantic 

expertise. Furthermore, it seems that spatial presence makes use of dedicated 

cognitive processes which make use of very little working memory (an amount not 

detectable by the methods used in these studies), while engagement and naturalness 

require some working memory to maintain and test expectations. This adds support to 

the idea that spatial presence is associated with specialized neural circuitry (Sanchez-

Vives & Slater, 2005). 

 

This hierarchy of abstractness is reminiscent of the LOP model of presence (Riva & 

Waterworth, 2003), with two important differences: One, the CLCC model does not 

differentiate between proprioceptive and perceptual levels (as it is an computational 

rather than an existential model); and two, the CLCC model is unique in that it 
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supports a continuum of contributions of perceptual and conceptual information rather 

than a three level hierarchy. The existence of three levels in this discussion is actually 

an artifact brought about by the three factor scale used in the studies. It is therefore 

incorrect to refer to different set types of presence; rather, the CLCC model supports 

the existence of cognitively higher and lower forms of presence (i.e. forms which 

make use of more or less conceptual information).  

11.3 ‘Presence’ or spatial presence? 

Slater (2003a) explicitly identified all forms of non-spatial presence as not being 

presence, but rather correlates of presence (see 2.4 in chapter 2 for this argument). 

The question is then, should engagement and naturalness be considered to be 

presence, or should they be excluded from the core of presence theory and considered 

only as correlates?  In an important sense, Slater’s argument cannot be opposed, 

because it is not a scientific argument; it is semantic. There is little theoretical reason 

to consider spatial presence as special – of all the models reviewed in chapter 3, only 

the MEC model considers spatial presence separately to other forms, and this was 

done for pragmatic rather than scientific reasons (Wirth et al., 2007). Similarly, there 

is no published empirical evidence which shows that manipulations of presence lead 

to no changes in engagement, or vice versa. It is therefore not currently possible to 

separate spatial presence as being the basic process which produces the other forms of 

presence. It is equally likely that all forms of presence (including spatial) are the 

products of other, far more fundamental psychological processes (as proposed by the 

CLCC model).  

In order to separate spatial presence from other forms of presence, one would have to 

show that psychologically they are distinct but related processes (perhaps by finding a 

clinical double dissociation, or by means of brain imaging), in the same way that 

thinking about walking and walking are distinct but related processes. The CLCC 

model was built under the assumption that spatial presence is not unique, but rather is 

part of a set of emergent properties which lie on a continuum of abstractness, which 

arise due to information processing. The existence of the information processing 

mechanisms involved is supported by the evidence discussed in 11.2 above.  
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11.4 The role of expectation in presence 

The CLCC model proposes that subjects’ expectations (in the form of the pervasive 

semantic bias) play a central role in presence. The data from Studies 5 and 6 strongly 

support the content expectation principle stated in section 9.9.1 (chapter 9): VE 

relevant knowledge creates a cognitive context of expectations, with more knowledge 

leading to more specific expectations; and presence is more likely to occur when 

expectations are matched by the VE system. Furthermore, the fact that only the higher 

cognitive forms of presence use working memory (Study 1), suggests that this 

comparison requires a certain degree of processing.  

 

There is one important caveat to this principle. The evidence does not show that 

expectation is a necessary condition for presence; strictly speaking, expectations are 

only correlates of presence. Although expectation was manipulated in Study 6, the 

size of the expectation effect was modest, and the baseline condition showed 

significant levels of presence, even in the absence of a particular expectation. One 

could attempt to create a VE which creates no expectations at all, to see if presence is 

possible without expectation. However, associative models of human memory 

(Rumelhart et al., 1986; Rumelhart & Ortony, 1977) suggest that an expectation will 

always occur as even small stimuli can become powerful cues for retrieval of previous 

similar contexts. It may therefore be impossible to test a complete absence of 

expectation, although it should still be possible to run studies which create one 

particular expectation, and then violate it by degrees; the CLCC prediction would be 

that the wider the discrepancy between the expectation and the stimuli, the more it 

would reduce presence; but it is not possible to determine what would occur in the 

absence of expectation (if such a condition is even possible).  

 

A possible exception to the expectation principle may be spatial presence. Expectation 

effects are most clear for naturalness (Studies 1, 5 and 6), and engagement (Studies 1 

and 5). However, spatial presence only shows expectation effects Study 5. Given that 

Study 5 used a relational design, one must conclude that currently there is little 

evidence for the role of expectation in spatial presence (see 11.5.2). 
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11.5 Further development of the CLCC model 

11.5.1 Further investigations into working memory and attention 

As discussed in 11.1, some methodological artifact may have masked working 

memory effects in Studies 1 and 2. Future studies should attempt to overcome these 

problems and conclusively establish working memory effects. Two possible 

modifications to the current method are suggested: One, working memory load should 

be increased to ensure unambiguous quantification of the predictor, which would 

increase the power of the between-groups comparison; this is particularly important 

for the verbal loading task, which seemed to be too weak (see 6.8.2 in chapter 6). 

Two, the task used only reliably loaded subjects during some parts of their experience 

(when moving between code pad and door). It is possible that subjects had enough 

unloaded time in the VE to affect their scores. A new task should be developed which 

ensures that subjects are loaded during the entire experience. 

 

Similarly, the attention manipulation used in Study 3 could have introduced a 

significant source of error. The attention loading task (keypress on seeing the blue 

rectangle appear) may have required too little attention to complete, preventing it 

from successfully loading attention. A less attractive stimulus should be chosen (a 

smaller rectangle, or a colour with less contrast relative to the background) to increase 

the amount of attention required to respond. The degree of attractiveness should also 

be established empirically before use.  

11.5.2 Further investigations into expectation effects 

The data seem to suggest a significant role for expectation in the cognitively higher 

forms of presence (see 11.4 above). The most solid evidence comes from Study 5, 

which used only a single content area, unfortunately limiting the generalizability of its 

findings. It would therefore be useful to run a repetition of Study 5, using several 

randomly selected content areas in a longitudinal study. Subjects who know nothing 

of the selected content areas would be taken to set levels of expertise, and then have 

run through content related VEs to determine the effect of expertise. It would also be 

useful to repeat Study 6, using a set of randomly assigned content areas, together with 

baseline measures of subject expertise to control for pre-existing knowledge. 
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11.5.3 Emotion and presence 

Although emotion was included only as a control in Study 6, the findings raise 

interesting questions about the relationship between presence and emotion. The 

findings generally agree with the predictions of Alcañiz et al. (2003) and Baños et al. 

(2004), which suggests that there is some real relationship between presence and 

emotion. The CLCC model does not make any predictions about emotion, as it is an 

information processing model only; it assumes that all meaning (be it semantic, 

emotional or otherwise) is equivalent. It may be the case, as suggested by Damasio 

(1999), that emotion is special in that it allows for assigning rewards and punishments 

to ensure expectations match actual outcomes (O'Doherty et al., 2001), or by 

adjusting the locus of attention (Rich et al., 2005). It would be beneficial to consider 

the inclusion of emotion as a system-wide moderating force, once more empirical 

evidence for the relationship between presence and emotion becomes available. 
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Appendix A: The Independent Television 

Commision’s Sense of Presence Inventory (ITC-

SOPI) 

A.1 Overview 

This instrument is a cross-media measure which has been thoroughly evaluated in 

terms of validity and reliability (Lessiter et al., 2001). The scale was developed by 

factor-analyzing 63 Likert-type items created from a review of the literature, which 

led to four factors (in decreasing eigenvalue order): 

 

1. Sense of physical space (spatial presence): The degree to which the 

subject has a sense of being in the space of the VE, and that the objects 

and characters in the VE occupy the space as the subject.  

 

2. Engagement: A sense of psychological involvement with and enjoyment 

of the VE content.  

 

3. Naturalness (Ecological validity): The sense that the VE and its content 

are lifelike or realistic.  

 

4. Negative effects: Measures negative physiological effects (such as 

dizziness and eyestrain) – this factor is negatively correlated with the 

other three factors.  

 

The final form of the scale retained only 44 of the original 63 items over the four 

factors (physical space: 19 items; engagement: 13 items; naturalness: 5 items; 

negative effects: 6 items). The four factors are conceptually independent, so that a 

single presence value cannot be produced by the scale – rather, each measure 

produces four independent values which are supposed to measure separate aspects of 

the experience (although in practice the first three factors often correlate significantly 

with each other (Lessiter et al., 2001; Nunez & Blake, 2006). Further details of this 

scale can be found in section 2.4.1.4 in Chapter 2. 
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A.2 Presentation of items 

In all studies reported, the items were presented in the order given by Lessiter et al. 

(2001), namely: a1, a2, a3, a4, a5, a6, b1, b2, b3, b4, b5, b7, b8, b9, b10, b11, b12, 

b13, b14, b15, b16, b17, b18, b19, b20, b21, b22, b24, b25, b26, b27, b28, b29, b30, 

b31, b32, b33, b34, b35, b36, b37, b38. 

 

All items were presented with a seven point Likert response scale, anchored by 

“Strongly disagree” on the left (scoring 1) and “Strongly agree” on the right (scoring 

7), as suggested by Lessiter et al. (2001).  

A.3 Items in each factor 

A.3.1 Sense of physical space (spatial presence) 

Item 

number 
Item stem 

b12 I felt I wasn’t just watching something. 

b13 
I had the sensation that I moved in response to parts of the displayed 

environment 

b18 I had a sense of being in the scenes displayed. 

b19 I felt that I could move objects (in the displayed environment). 

b22 I could almost smell different features of the displayed environment. 

b24 
I had a strong sense of sounds coming from different directions within the 

displayed environment. 

b25 I felt surrounded by the displayed environment 

b28 
I felt I could have reached out and touched things (in the displayed 

environment) 

b29 
I sensed that the temperature changed to match the scenes in the 

displayed environment. 

b31 I felt that all my senses were stimulated at the same time. 

b33 I felt able to change the course of events in the displayed environment. 

b34 I felt as though I was in the same space as the characters and/or objects. 
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Item 

number 
Item stem (continued from previous page) 

b35 
I had the sensation that parts of the displayed environment (e.g. 

characters or objects)were responding to me. 

b36 It felt realistic to move things in the displayed environment. 

b38 I felt as though I was participating in the displayed environment. 

b4 I felt I could interact with the displayed environment. 

b7 I felt that the characters and/or objects could almost touch me. 

A.3.2 Engagement 

Item 

number 
Item stem 

a1 I felt sad that my experience was over 

a3 I had a sense that I had returned from a journey 

a4 I would have liked the experience to continue 

a5 I vividly remember some parts of the experience 

a6 I’d recommend the experience to my friends. 

b1 I felt myself being ‘drawn in’. 

b16 My experience was intense. 

b17 
I paid more attention to the displayed environment than I did to my own 

thoughts (e.g., personal preoccupations, daydreams etc.). 

b2 I felt involved (in the displayed environment). 

b3 I lost track of time. 

b30 I responded emotionally 

b32 The content appealed to me. 

b8 I enjoyed myself. 
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A.3.3 Naturalness (Ecological Validity) 

Item 

number 
Item stem 

b11 The content seemed believable to me. 

b15 I felt that the displayed environment was part of the real world. 

b20 The scenes depicted could really occur in the real world 

b27 I had a strong sense that the characters and objects were solid. 

b5 The displayed environment seemed natural. 

 

A.3.4 Negative effects 

Item 

number 
Item stem 

a2 I felt disorientated 

b10 I felt tired. 

b14 I felt dizzy. 

b21 I felt I had eyestrain. 

b26 I felt nauseous. 

b37 I felt I had a headache. 
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Appendix B: The Differential Emotion Scale, Second 

Edition (DES-II) 

B.4  

This is the second edition of Izard’s differential emotions scale, the DES-II (Izard, 

1991). This scale contains 30 items, each either a word or phrase describing an 

emotion; subjects are asked to rate the degree to which they felt that emotion during 

the experience on a seven point scale (1 = Not at all, 7 = Very much). The Izard DES-

II has been recently validated and psychometrically evaluated for research use 

(Fuenzalida et al., 2005). The DES-II was used in Study 6 (see chapter 10). 

B.5 Presentation 

The DES-II was presented electronically. Subjects were shown the instruction 

“During your experience in the displayed environment, did you feel...” underneath 

which appeared the item, and under that seven checkboxes for response. Subjects 

chose when to see the next item (by clicking a “next” button), but could not go back 

to previously completed items. The order of item presentation was randomized for 

each subject. 

B.6 Items 

The following 30 items comprise the DES-II. The thirteen highlighted items represent 

those used in Study 6, following the factor analysis (those with a factor loading higher 

than 0.7).  

The positive emotion factor consisted of: joyful, happy, surprise, amazed 

The negative emotion factor consisted of: disgusted, disdainful, downhearted, angry, 

a feeling of revulsion, scornful. 

The attention focus factor consisted of: alert, you were concentrating, attentive 

The following items did not load on any factor: a feeling of distaste, blameworthy, 

enraged, guilty, fearful, sheepish, delighted, astonished, discouraged, shy, afraid, 

mad, scared, bashful, contemptuous, sad, repentant. 
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Appendix C: Gamer’s survey used in Study 4 

C.1 Presentation of items 

The order of all the items was randomized for each subject. The entire survey was 

presented on one web page, and subjects could not submit their data until all items 

were completed. All items were presented in a seven point Likert format, with ‘not at 

all’ and ‘very much so’ as the anchors.  

C.2 Items in each factor 

C.2.1 Length of time playing presence games 

 

How long have you been playing the following types of game?  

Item Response categories 

Simulators (e.g. Pacific Fighters, Need for Speed, 

Microsoft Flight Simulator, etc.). 

First person shooter (e.g. Half-Life, Counterstrike, Far 

Cry, DOOM 3, etc.). 

RPGs (e.g. Neverwinter Nights, Bard’s Tale, 

Everquest, etc.). 

Less than 1 year / 1-2 years / 

2-5 years / More than 5 

years 

C.2.2 Frequency of playing presence games 

 

How often do you play the following types of game?  

Item Response categories 

Simulators (e.g. Pacific Fighters, Need for Speed, 

Microsoft Flight Simulator, etc.). 

First person shooter (e.g. Half-Life, Counterstrike, Far 

Cry, DOOM 3, etc.). 

RPGs (e.g. Neverwinter Nights, Bard’s Tale, 

Everquest, etc.). 

Never / A few times a month 

/ a few times a week / almost 

every day 
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C.2.3 Length of time playing non-presence games 

 

How long have you been playing the following types of game?  

Item Response categories 

Fighting games (e.g. Tekken, Soul Calibur, Street 

Fighter, etc.). 

Real-time strategy (e.g. Command & Conquer 

Generals, Dawn of War, etc.). 

Abstract puzzles (e.g. Tetris, Solitaire, Puyo-Puyo 

Fever, Bust-a-move, etc.). 

Less than 1 year / 1-2 years / 

2-5 years / More than 5 

years 

C.2.4 Frequency of playing presence games 

 

How long have you been playing the following types of game?  

Item Response categories 

Fighting games (e.g. Tekken, Soul Calibur, Street 

Fighter, etc.). 

Real-time strategy (e.g. Command & Conquer 

Generals, Dawn of War, etc.). 

Abstract puzzles (e.g. Tetris, Solitaire, Puyo-Puyo 

Fever, Bust-a-move, etc.). 

Less than 1 year / 1-2 years / 

2-5 years / More than 5 

years 

C.2.5 Knowledge of media 

 

These two factors had a single item each: 

Item Response categories 

How much knowledge do you have about how 

computers work? (select the word that best describes 

you) 

How much knowledge do you have about how 

computer games work? (select the word that best 

describes you) 

Basic / Intermediate / Expert 
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C.2.6 Integration of non-diegetic information 

Item 

The background music of a game enhances the game experience for me. 

I find that bad dialogue or a poor storyline ruins the game experience for me. 

For me, the story/plot of the game is an important part of the experience. 

Inappropriate music in a game can ruin the game experience for me. 

It is important for me that the story/plot in a game be consistent with the game's 

world. 

C.2.7 Self-rated importance of presence 

Item 

I prefer a game which is realistic over one which is abstract. 

A game should make me feel as if I am transported to inside the game world. 

I prefer games which create a sense of being in a place. 

For me, the most important aspect of game playing is the ability to explore other 

worlds. 

The quality of a game's graphics are very important for my game experience. 

The quality of a game's sound are very important for my game experience. 

C.2.8 Thematic inertia 

Item 

I prefer playing games which are related to my other hobbies and interests. 

After playing a game, I often want to play more games in the same setting/genre. 

Reading the manual or visiting the website of a game puts me in the mood for playing 

the game. 

After watching a TV program or film, I often feel like playing a game that is similar 

to the film or program. 

After playing a game, I feel I want to know more about the setting/genre of the game. 

I choose games based mostly on their setting/genre 
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C.2.9 Presence management strategies 

Item 

When I play, I turn off the lights and try to keep the room dark. 

As far as I can afford it, I make sure my computer has the best hardware for playing 

games. 

If I am disturbed while I am playing, it ruins the experience for me. 

When I play, I try to minimize distractions. 

I try to get the latest games to play. 

I will consider upgrading my computer to play a particular game. 
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Appendix D: Flight simulator users’ survey used in 

Study 5 

D.1 Presentation of items 

The order of all the items was randomized for each subject (the exception to this were 

the age and gender items, which were always present first, in that order). The entire 

survey was divided into five pages of equal size (number of items) to speed up 

loading times, and to prevent subjects from loosing their position in the survey. Each 

of the five pages of the survey required the completion of all items before continuing 

to the next page. The items of this survey were then followed by the ITC-SOPI (see 

Appendix A). All items were presented with a semantic differential response scales. 

The anchors for each item are presented in the tables below. In some cases, each point 

in the scale was labeled for clarity.  

D.2 Items in each factor 

D.2.1 Thematic Inertia (Cronbach’s alpha = 0.79) 

Item Response scale / anchors 

Reading about real world aviation or 

flight in a book, magazine or web-page 

makes me want to play a flight 

simulator. 

Very rarely / almost always 

During a flight in a real aircraft, I feel 

like playing a flight simulator. 
Very rarely / almost always 

After watching a film, documentary or 

television programme about aviation or 

flight, I feel like playing a flight 

simulator. 

Very rarely / almost always 

Item 
Response scale / anchors 

(continued from previous page) 
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After browsing through flight simulator 

add-ons (aircraft, sceneries, missions, 

flights, etc.), I feel like playing a flight 

simulator. 

Very rarely / almost always 

After going to an airport, I feel like 

playing a flight simulator. 
Very rarely / almost always 

 

D.2.2 Content knowledge (Cronbach’s alpha = 0.63) 

Item Response scale / anchors 

I prefer to fly virtual flights around 

places which I have been to in real life. 
Very rarely / Almost always 

I tend to fly around the same small set of 

places each time I play a flight 

simulator. 

Very rarely / Almost always 

I tend to use the same small set of 

airplanes each time I play a flight 

simulator. 

Very rarely / Almost always 

I like to learn about the airplanes which 

I fly in my flight simulators. 
Very rarely / Almost always 

I like to learn about the places which I 

fly around in my flight simulators. 
Very rarely / Almost always 

I prefer to fly airplanes in flight 

simulators which I already know a lot 

about. 

Very rarely / Almost always 

I tend to fly missions or flights similar to 

real world flights I have been on 
Very rarely / Almost always 
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D.2.3 Enjoyment (Cronbach’s alpha = 0.68) 

Item Response scale / anchors 

In general, I enjoy playing commercial 

flight simulators (Microsoft Flight 

Simulator, FLY!, Flightgear, etc.) 

I do not enjoy them at all / I enjoy them 

very much 

In general, I enjoy playing combat flight 

simulators (Microsoft Combat Flight 

Simulator, Lock On, Pacific Fighters, 

Falcon 4, etc.) 

I do not enjoy them at all / I enjoy them 

very much 

I normally find playing commercial 

flight simulators (Microsoft Flight 

Simulator, FLY!, Flightgear, etc.) to be 

a fun experience. 

I do not find it a fun experience / I find it 

a fun experience 

I normally find playing combat flight 

simulators (Microsoft Combat Flight 

Simulator, Lock On, Pacific Fighters, 

Falcon 4, etc.) to be a fun experience. 

I do not find it a fun experience / I find it 

a fun experience 

I look forward to playing commercial 

flight simulators (Microsoft Flight 

Simulator, FLY!, Flightgear, etc.). 

I do not look forward to it / I look forward 

to it very much 

I look forward to playing combat flight 

simulators (Microsoft Combat Flight 

Simulator, Lock On, Pacific Fighters, 

Falcon 4, etc.) 

I do not look forward to it / I look forward 

to it very much 
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D.2.4 Evaluation of simulator realism (Cronbach’s alpha = 0.76) 

Item Response scale / anchors 

In general, I find current commercial 

flight simulators (Microsoft Flight 

Simulator, FLY!, Flightgear, etc.) offer 

a realistic experience. 

I do not find the experience realistic at all 

/ I find the experience quite realistic. 

In general, I find current combat flight 

simulators (Microsoft Combat Flight 

Simulator, Lock On, Pacific Fighters, 

Falcon 4, etc.) offer a realistic 

experience. 

I do not find the experience realistic at all 

/ I find the experience quite realistic. 

I consider combat flight simulators 

(Microsoft Combat Flight Simulator, 

Lock On, Pacific Fighters, Falcon 4, 

etc.) to be computer games rather than 

simulations. 

I consider them to be computer games / I 

consider them to be simulations. 

I consider commercial flight simulators 

(Microsoft Flight Simulator, FLY!, 

Flightgear, etc.) to be computer games 

rather than simulations. 

I consider them to be computer games / I 

consider them to be simulations. 

The experience provided by current 

commercial flight simulators (Microsoft 

Flight Simulator, FLY!, Flightgear, etc.) 

is like the real thing. 

It is not like the real thing at all / It is very 

close to the real thing 

The experience provided by current 

combat flight simulators (Microsoft 

Combat Flight Simulator, Lock On, 

Pacific Fighters, Falcon 4, etc.) is like 

the real thing. 

It is not like the real thing at all / It is very 

close to the real thing 
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Item 
Response scale / anchors 

(continued from previous page) 

When I play a flight simulator, I use real 

flying procedures and restrictions as 

much as the game permits. 

Very rarely / almost always 

When I play a flight simulator, I make 

use of the "time compress" feature. 
Very rarely / almost always 

When I play a flight simulator, I adjust 

the game's weather and time of day to 

match the real-world weather and time 

as much as the flight simulator allows. 

Very rarely / almost always 

When I play a flight simulator, I will 

sometimes disable or ignore features of 

the game so that I can more closely 

follow real world flying procedures. 

Very rarely / almost always 
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Appendix E: VE scenario instructions 
 

E.1 Presentation of instructions 

In each case, the instructions were printed on an A4 sized paged, in Arial 18 point 

font. No heading of other text was presented with the scenario instructions. Subjects 

were given sufficient time to read the instructions twice. 

 

The hospital scenario was used in Study 1 and Study 2 (see chapters 5 and 6 

respectively). The monastery scenario was used in Study 6 (see chapter 10). 

E.2 Hospital scenario 

In this scenario, you are a builder at a hospital which is under construction. While 

working late one night, you discovered that you have been left behind – everyone has 

gone and the building is locked up! 

You only have a key to get out through the parking garage, which is in the basement 

of the hospital – you are now on the top floor. To get out you will need to make your 

way to the bottom floor, and find the parking garage. 

The hospital’s security system is already working, so you will come across closed 

security doors. The codes to open the doors can usually be sound somewhere near to 

the door. 

E.3 Monastery scenario 

In this scenario, you are a research assistant to a history professor. She has 

negotiated with the monks of a nearby monastery to take their collection of ancient 

books for study. 

She has asked you to go to the monastery and collect the books. The monks are away 

at a retreat, but they have told you that you should feel free to wander the monastery 

collecting the books, and enjoying the architecture and the grounds. 

The monastery has two floors, a basement, and there is a chapel behind the main 

building. You need to search all these places for the books. 
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Appendix F: Priming materials used in Study 6 

F.1 Overview 

These materials are based on those used in Nunez & Blake (2003a). The two sets 

(monastery-relevant and monastery-irrelevant) were matched in terms of word count. 

F.2 Presentation 

The priming materials were arranged as a slide show, and presented electronically on 

the same workstation as was used for the VE experience. The subjects could click to 

move forward to the next slide, but could not go back to previous slides. They were 

instructed to slowly read the text and look at the images, while allowing themselves to 

think about the content. The slides were presented for three timed minutes, and then 

removed. 

F.3 Monastery-relevant slides (VE-relevant) 
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F.4 Monastery-irrelevant slides (VE-irrelevant) 
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Appendix G: Summary table of models reviewed in 

Chapter 3 
 

 

 

Two-pole / Environment selection model (early form) 

Notable publications Slater et al., (1994) 

Hendrix & Barfield, (1996) 

Structure Subjects exist in a continuum between two poles 

(‘virtual environment’ and ‘real environment’). 

The subject’s actual state is governed mostly by 

immersion; high levels of immersion (and a 

focusing of attention on the display) tend to move 

the subject towards the ‘virtual environment’ pole. 

Presence in the model Position on the continuum, as a continuous state.  

Empirical evidence More than 200 independent studies, particularly 

associated with role of immersion, multimodality 

and interactivity. Although many of these studies 

provide positive evidence, a sizable minority 

(perhaps 25%) fail to replicate the effects. 

Resolution of the five problems Unable to resolve any of the five 

 

Two-pole / Environment selection model (later form) 

Notable publications Slater & Steed (2000); Slater (2002) 

Structure Subjects exist in one of two states (‘present in real 

world’ or ‘present in virtual environment’). 

Movement between the poles is uneven; from real 

to virtual states is not well defined (although it is 

strongly related to immersion), while movement 

from virtual to real occurs due to a break in 

presence (BIP). 

Presence in the model Presence is a binary state, which the subject selects 

depending on sensory information.  

Empirical evidence All evidence for early form (see above) applies. 
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Additionally, BIP (and binary presence state) was 

demonstrated by Brogni et al. (2003) and 

Vinayagamoorthy et al. (2004) 

Resolution of the five problems Capable of explaining the dream-state problem; 

others not explainable 

 

Three pole model 

Notable publications Biocca (2003) 

Structure Subjects exist in a space defined by three poles 

(real environment, virtual environment, mental 

imagery environment), movement between which 

is controlled by spatial attention and spatial 

updating by the subject.  

Presence in the model A continuous state, which can be divided between 

the three poles. When the state is close to one of 

the poles, high-undivided presence occurs. 

Dividion of presence leads to a low-divided 

presence state. 

Empirical evidence Numerous studies indicating the importance of 

focused attention in presence; Evidence for mental 

imagery concept by Baños et al. (2005). Support 

for importance of spatial updating by Barfield and 

Hendrix (1995) and Slater et al. (1995c) 

Resolution of the five problems Completely solves book, physical space and dream 

state problems. Cannot solve the remaining two. 

 

Focus, Locus, Sensus model  

Notable publications Waterworth & Waterworth (2001; 2003) 

Structure The subject exists in a space defined by three 

dimensions: Focus (presence/absence), Locus 

(virtual environment/real environment), Sensus 

(conscious/unconscious). The sensus and focus 

dimensions interact.  

Presence in the model A continuous state; high degrees of presence occur 



G – Summary table of models 

279 

when the subject is closest to the presence, 

conscious and virtual environment pole; otherwise, 

the subject is in a state of divided presence or 

absence. 

Empirical evidence Waterworth et al. (2002); Waterworth & 

Waterworth, 2003. 

Resolution of the five problems Completely solves book, physical space and dream 

state problems. Cannot solve the remaining two. 

 

Levels of presence model 

Notable publications Riva, Waterworth and Waterworth (2004) 

Structure The subject’s self contains three layers 

(proto-self, core self and extended self), 

which process proprioceptive, perceptual 

and conceptual information respectively. 

Each layer produces its own form of 

presence. The layers can operate in 

synchrony, or independently.  

Presence in the model Continuous. Proto-presence is effectively 

engaging with the world; Core presence is 

focusing attention on a selected subset of 

stimuli; Extended presence is a successful 

comparison of the internal representation 

of the world (and future projections of it) 

to the real world. Maximal presence 

occurs when all layers operate in 

synchrony. 

Empirical evidence Some immersion related findings can be 

taken as evidence; Can also explain 

Waterworth et al. (2002); Waterworth & 

Waterworth, 2003, but no independent 

empirical validation has been done. 

Resolution of the five problems Completely solves book, physical space 
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and dream state problems. Cannot solve 

the remaining two. 

 

The Measures, Effects, Conditions (MEC) model 

Notable publications Wirth et al. (2007) 

Structure Presence occurs due to a two-stage 

process. In the first stage, the subject 

builds spatial situation models (SSMs) of 

the environment. The success of this 

construction depends on both subject and 

media factors. In the second phase, the 

hypothesis ‘The SSM is the primary ego 

reference frame’ is tested perceptually 

against the available perceptual 

information. This testing process again 

depends on both subject and media 

factors. 

Presence in the model Presence occurs when the SSM encoding 

the virtual environment is accepted as the 

primary ego reference frame (PERF). This 

state is binary by virtue of this 

acceptance, but is also continuous, as the 

degree of presence will vary with the 

quality of the SSM constructed. 

Empirical evidence Construction of SSMs – Gysbers et al. 

(2004). Adoption of SSM as PERF - 

Böcking et al. (2004). Role of subject 

factors - Sacau et al. (2005); Vorderer et 

al. (2004) 

Resolution of the five problems Can explain Book, dream state and virtual 

stimuli problems. Unable to account for 

physical reality and inverse presence 

problems. 
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Appendix H: Summary of predictions, findings and 
support for predictions, tabulated by study 
 

Summary of the five studies conducted for this thesis which included direct 

predictions of presence effects (Study 4 is excluded as it did not make specific 

predictions, and also did not measure presence directly). 

 

Study 1 (Chapter 5) 

Aim To determine the contribution of working memory on 

presence 

Sample 177 (age M = 21.3; 78% women; 22% men) 

Presence predictions 1. WM load will negatively affect presence 

2. Semantic WM load will negatively affect engagement and 

naturalness more than spatial 

3. Visual WM load will negatively affect spatial more than 

engagement and naturalness 

ITC-SOPI findings Spatial – No effect of WM load or system loaded 

Engagement – No effect of WM load; Higher mean score 

under any spatial load than under semantic load. 

Naturalness – No effect of WM load; Higher mean score 

under any semantic load than under spatial load 

Negative – No effect of WM load or system loaded 

Prediction support 1. Moderate support - Two of four ITC-SOPI factors affected 

2. Partial support – System prediction supported, but not load 

prediction 

3. Partial support – System prediction supported, but not load 

prediction 
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Study 2 (Chapter 6) 

Aim To determine if media decoders use more WM than inherent 

decoders 

Sample 89 (age M = 20.6; 57% women; 43% men) 

Presence predictions 1. WM load will negatively affect presence 

2. WM load will negatively affect engagement and 

naturalness more than spatial 

3. Semantic WM load will affect presence more than loading 

the spatial system 

ITC-SOPI findings Spatial - No effect of WM load or system loaded 

Engagement - No effect of WM load or system loaded 

Naturalness - No effect of WM load or system loaded 

Negative - No effect of WM load or system loaded 

Prediction support 1. No support 

2. Minimal support – some evidence that direction of effect is 

as predicted 

3. No support 

 

Study 3 (Chapter 7) 

Aim To determine the relative contribution of WM and attention 

in presence 

Sample 46 (age M = 21.69; 73% women; 27% men) 

Presence predictions 1. Concurrent tasks will reduce presence 

2. A concurrent WM task will reduce presence more than a 

divided attention task 

ITC-SOPI findings Spatial – No direct effect; Moderation effect on this factor by 

task performance 

Engagement – No effects 

Naturalness - No direct effect; Moderation effect on this 

factor by task performance 

Negative – No effects 

Prediction support 1. No direct support; some support through task performance 
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moderation 

2. No support 

 

Study 5 (Chapter 9) 

Aim To determine the role of thematic inertia and content 

knowledge on presence 

Sample 461 (age M = 31.7; 100% men) 

Presence predictions 1. Generalized knowledge will increase presence, while 

specific knowledge will decrease it 

2. Semantic processing contributes to presence at least as 

much as perceptual processing 

ITC-SOPI findings Spatial – Thematic inertia, evaluation of realism, presence 

management and age were positive predictors; content 

knowledge was a negative predictor 

Engagement - Thematic inertia, evaluation of realism, 

presence management and age were positive predictors; 

content knowledge was a negative predictor 

Naturalness - Thematic inertia, evaluation of realism, 

presence management, priming and age were positive 

predictors 

Negative – Weak model fit. Thematic inertia and presence 

management are positive predictors 

Prediction support 1. Data supports prediction directly 

2. Data supports prediction, although exact measure of 

relative contribution is not possible 
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Study 6 (Chapter 10) 

Aim To test semantic content manipulation effects on presence 

Sample 181 (age M = 21.45; 80% women; 20% men) 

Presence predictions 1. Priming will increase presence, more so for engagement 

and naturalness 

2. Semantic fit between non-diegetic music and VE will 

increase presence, more so for engagement and naturalness 

3. Lack of semantic fit between non-diegetic music and VE 

will lead to no effect on presence 

ITC-SOPI findings Spatial – Positive emotion and attention focus are positive 

predictors, but neither priming nor non-diegetic music 

condition are predictors. 

Engagement - Positive emotion, negative emotion and 

attention focus are positive predictors, but neither priming 

nor non-diegetic music condition are predictors. 

Naturalness - Positive emotion and attention focus are 

positive predictors. Non-diegetic fit is a positive predictor, 

with the fit condition increasing mean scores, and the control 

and non-fit conditions showing no difference. Priming was 

not a predictor. 

Negative – Negative emotion and priming are predictors (the 

VE matched priming condition lead to lower mean scores) 

Prediction support 1. Weak support – only negative factor is subject to priming 

(not engagement or naturalness as predicted) 

2. Moderate – the naturalness factor showed the predicted 

effects, but engagement did not 

3. Moderate – when non-diegetic music was a predictor, the 

non-fit condition had no effect as predicted. 
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