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Abstract

In this thesis, free energy calculations are employed to establish the conformational freedom
of selected carbohydrates. The focus is on the biologically important (1—4)-linked glucans, al-
though the a(1—1)« and «(1—6) linkages are also investigated. Two principal types of potential
of mean force (PMF) calculation are used: free energy calculations for rotations about dihedral
angles and end-to—end distance free energy calculations for the extension and compression of
oligosaccharide strands. In addition, a new method for simulating the atomic force microscopy
stretching of single molecules is presented.

PMFs for rotation about the hydroxymethyl group in S—glucose and S—galactose are used to
validate the reparameterisation of the hydroxymethyl group. Two-dimensional PMF surfaces
for rotation about the glycosidic linkage dihedral angles are computed for three (1—4)-linked
model disaccharides (maltose, dixylose and cellobiose) and two tetrasaccharides (maltotetraose
and cellotetraose) as well as the a(1—1)a-linked trehalose and the «(1—6)-linked isomaltose
disaccharides. These PMF calculations are the first complete PMF calculations to be performed
on glycosidic linkages in either solution or vacuum. Comparison of the vacuum and solution free
energy surfaces shows that all the (1—+4) linkages are affected by an aqueous solvent, whereas
the a(l1—1)a linkage remains unchanged. However, the PMF surfaces for the tetrasaccharides
indicate that, while the maltose disaccharide is a good model for the a(1—4)-linkage, the
cellobiose disaccharide is not for the $(1—4)-linkage.

Oligosaccharide dynamics are explored using both end—to—end PMF calculations and stretch-
ing simulations. A key finding of this study is that 1) dihedral angle transitions in the a(1—4)
glycosidic linkage are more important to both the conformation and the dynamics of the amylose
polymer than is currently thought. In particular, a complex helix-ribbon—helix conformational
transition is identified as being primarily responsible for the elastic response of the amylose
polysaccharide to a stretching force. Moreover, stretching simulations suggest that glycosidic
linkage rotations also dominate the dynamic response of the cellulose (8(1—4)-linked) and dex-
tran (a(1—6)-linked) polysaccharides to a stretching force.
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Chapter 1
Introduction

The carbohydrate class of molecules acquired their name when early elemental analysis
of starch and sugars showed them to be “hydrates of carbon”: they contain hydrogen and
oxygen in the same proportions as in water (CyH,O,). The most abundant biopolymers
on the planet, carbohydrates are uniquely diverse and perform a plethora of biological
roles, ranging from food storage through structural support to molecular recognition. The
simplest of the carbohydrates are the monosaccharides. These are vital basic cellular food
sources — glucose is the primary fuel for biological cells — but are also involved in water
control in many drought— and cold-resistant organisms. Monosaccharides link together
in a number of ways to form oligo— and polysaccharides. The most biologically abundant
are the polyglucoses, of which amylose and amylopectin (the food polymers comprising
starch) and the structural polysaccharide cellulose, are the most familiar examples. A
wealth of different of oligo— and polysaccharides are found physiologically, where they
are often in the form of complexes (glycoconjugates) with other classes of molecules,
such as proteins (glycoproteins) or lipids (glycolipids). Glycoconjugates play physically
supportive, protective and lubricatory roles in tissues and fluids. In addition, the outer
edge of cell membranes exhibits a variety of polysaccharides, glycolipids and glycoproteins
that are involved in complex cellular functions, such as cell-cell adhesion, recognition
processes and immunological protection.

A desirable goal in the characterisation of all biomolecules is elucidation of the relation-
ship between molecular structure and biological function. This is particularly important
for the carbohydrates, which display exceptional conformational variety and flexibility.
Only by acquiring knowledge of the mechanics of carbohydrates on a microscopic level
can we hope to understand, and perhaps alter, their properties. A key aspect of carbohy-
drate chemistry is the specific interactions they have with water through their hydroxyl

groups. Many carbohydrates function in an aqueous environment and solvation effects
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are known to play an important role in determining their conformation and properties.
Carbohydrates in the solid state also interact strongly with water; water is present in
many carbohydrate crystals and water content is known to affect the physical properties
of carbohydrate glasses.'™

Experiment has thus far provided limited information on carbohydrate structure and
dynamics, particularly for oligo— and polysaccharides in solution. Studies have lagged
well behind those of proteins and nucleic acids and thus the molecular basis for many of
the fascinating variety of tasks performed by the carbohydrates is still imperfectly under-
stood. A typical example is amylose, one of the first described and most investigated of
the carbohydrate polymers. Amylose is a structurally homogeneous linear polysaccharide
composed of glucose monomers joined by a(1—4) glycosidic linkages. Together with its
a(1—6) branched partner, amylopectin, amylose comprises the ubiquitous carbohydrate
mixture known as starch. The varying properties of starch under different conditions
provides the basis for its variety of culinary uses, particularly as a thickening and gelling
component.® In addition, high-amylose cornstarch has potential for industrial use as a
biodegradable plastic.®® However, the range of applications in which it can be used are
limited by the brittleness of aged starch glasses'® and the dramatic effect of water on
this material.® 1% Although amylose is known to occur in various helical crystalline
and semi—crystalline forms, only one crystalline form, V—amylose, has been fully charac-
terised.'®17 Moreover, the structure of amylose strands in solution, though thought to be
helical, remains to be established.'®

The solid state structures of carbohydrates are typically investigated by X-ray diffrac-
tion or neutron scattering techniques, with fibre diffraction being the method of choice for
crystal structure determination of the less ordered polysaccharides. The crystal structures

19-24

for many mono- and disaccharides and some tri— and tetrasaccharides®>2® have been

determined. However, with a few conformationally—restricted cyclic exceptions, such as

17,2729 and the less flexible cellulose,?® oligo— and polysaccharides have

the cyclomaltoses
proved notoriously difficult to crystallise. In addition, results from fibre diffraction studies
of polysaccharides have often proved ambiguous.!® Even when available, crystal struc-
tures are of limited value in that they at best provide a precise structural description of a
carbohydrate’s conformation in the crystal environment, and are of little use as a probe
of a flexible carbohydrate’s dynamic behaviour or solution structure.

In solution, the conformation of carbohydrates has been principally investigated by
the use of 'H- and '*C-NMR spectroscopy,® *! though a number of other methods, such
as complex formation and optical rotation, have also been employed.*?>** NMR coupling

constants, both homo— (*Jy x) and heteronuclear (*Jy ¢), and nuclear Overhauser effects
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Chapter 1. Introduction

(NOE) are typically used for conformational analysis. Scalar 3J coupling constants in-
volve three bonds and can be used to infer bond torsion angles. However, scalar coupling
methods have limitations for conformational analysis, especially for large molecules such
as oligo— and polysaccharides, as there are no proton—proton couplings across the glyco-
sidic linkages. Dipolar coupling (from which the NOE parameters, T; and Ty relaxation
times are determined) gives information about intermolecular distances and torsion an-
gles. In the case of oligosaccharides, conformational analysis is based largely on intra—
and interresidue NOEs. However, the number of measurable NOEs which can be ob-
served relative to the degrees of freedom in the molecule is, in most cases, insufficient to
establish a unique solution conformation.*® In addition, the conformational flexibility of
glycosidic linkages results in the difficulties experienced with NMR and many of the other
experimental probes of their solution structure. Carbohydrates can undergo numerous
transitions in solution and interconversion between major conformational states of oligo—
and polysaccharides is estimated to take place on the nanosecond time scale.6 As few
experimental techniques probe this time scale, this means that the observed signal of

[4

many spectroscopic or electrochemical techniques often represents a
31,47-49

‘virtual” structure,
comprising the dynamic average of several structures.

Two new techniques for the analysis of polysaccharide structures — scanning probe
microscopy (SMP) and small-angle X-ray scattering (SAXS)- are becoming increas-
ingly important.’® Atomic force microscopy has been recently used to image a variety
of polysaccharides!® as well as to investigate the mechanical response of single polysac-
charide molecules to tensile stress.®'®® Small-angle X-ray scattering has provided a probe
of polysaccharide structure in a range (2 to 25 nm) intermediate between NMR and light
scattering. In addition, a recent advance in NMR techniques is the application of di-
lute crystalline phases (bicelles) as solvents. This enables determination of through—space
magnetic dipole—dipole (DD) interactions which provides a powerful tool for analysis of
saccharide molecular structure in ordered phases.?*5°

Carbohydrate dynamics in solution includes both the interconversion between con-
formers and the association of carbohydrate solute molecules with each other. Relatively
slow dynamic processes (seconds or longer) provide visible separate resonances in standard
NMR spectra. Fast processes, with correlation times of approximately 107! to 10719 s,
have been investigated using NMR relaxation observables: Ty, Ty, NOE.3%5557 However,
spectral complexity limits the usefulness of low frequency NMR for oligo— and polysac-
charides. Other experimental techniques, e.g. infrared—°® fluorescence—, mechanical—°

3,60

and dielectric spectroscopy, may be used to examine motions in intermediate time

regimes between 1071° and 1072 s. These methods are often complementary to NMR. For

3



example, dielectric techniques have a larger dynamic range than NMR and can be used on
glassy samples, whereas NMR permits the assignment of particular motions. Broadband
ultrasonic absorption measurements have recently provided insight into the conforma-
tional flexibility, pseudorotation and ezo—cyclic group isomerisation of monosaccharides
in water.5%%2 In addition to solution studies, mechanical® and dielectric spectroscopy?®
as well as solid state NMR%® have been used to investigate the conformational dynamics

and molecular mobility in polysaccharide glasses.

As structural information on carbohydrates remains scarce, computational studies
are being increasingly employed to investigate the conformation and mobility of oligo—
and polysaccharides. These can serve both to supplement experimental data, where an
accurate model can be vitality important for interpreting results, and as an independent
probe of microscopic interactions.>»% Simple Molecular Mechanics (MM), or the more
sophisticated ab initio minimisations can be used to predict the preferred structure of a

carbohydrate. In the case of disaccharides, spectroscopic data is usually supplemented

31,42-44, 47, 48, 6466

by MM calculations of the potential energy surfaces in order to give an

estimate of different population distributions. Increasingly, Molecular Dynamics (MD)

simulations are being used to interpret information from NMR experiments.*®57.67-73 MD

simulations are particularly useful for investigating the hydration of a carbohydrate at the

167,70,74781

molecular leve and can provide mechanistic information unobtainable by current

experimental methods. Numerous simulation studies have investigated various properties

57,74,82°87 ¢onformational free energy

75,79,81

of saccharides, including conformational flexibility,
differences,®® ! the anomeric effect,”? hydrogen bonding in saccharide solutions

and the dielectric effect.?

This thesis is concerned with a computational exploration of the physical confor-
mations and properties of carbohydrates, particularly glucose-based carbohydrates, or
glucans. The next section provides some background information on carbohydrates: their
composition, structure and conformations. This is followed by an overview of the current
state of research into carbohydrate dynamics and interactions with water. Section 1.4
gives a brief introduction to carbohydrate simulations. The final two sections contain a
description of the objectives of the study and an overview of the contents of the rest of
the thesis.



Chapter 1. Introduction

1.1 Carbohydrate Conformation

1.1.1 Monosaccharide Structure and Conformation

The simplest carbohydrates, the monosaccharides, are classified according to the number
of carbon atoms they possess. For example, the trioses, tetroses, pentoses and hexoses
have 3, 4, 5 and 6 carbon atoms respectively. Naturally occurring monosaccharides with
more than six carbons are comparatively rare, the most common monosaccharides being
the pentoses and hexoses. Monosaccharides possess at least one asymmetric carbon and
their various stereoisomers have distinct physical and biological properties. In aqueous
solution, the flexible open—chain forms of the hexoses typically undergo a cyclisation
reaction between the carbonyl group and one of the hydroxyl groups to form a hemiacetal.
This reaction creates a five— or six-membered ring with an additional chiral atom at Cf,
termed the anomeric carbon. The two possible anomers at C; are designated a (O
in an axial conformation) and £ (O; in an equatorial conformation). Cyclisation of a
monosaccharide is easily reversible and monosaccharides in aqueous solution exist in a
dynamic equilibrium between a variety of different chain and ring forms, with the lower—
energy cyclic forms predominating. Aldohexoses, such as glucose, in water are typically

in equilibrium between the o— and 3—anomers of the pyranoid ring.5

The Anomeric Effect

In pyranoses, the anomeric effect® % refers to the tendency of an electronegative group
at C; to have an increased population of the axial (a-D) orientation at the expense
of the sterically—favoured equatorial (8-D) orientation. The anomeric effect can be ex-
plained in terms of electrostatic interactions (the equatorial f—anomer is destabilised by

)%47% and negative hyperconjugation (the axial o

unfavourable dipole—dipole interactions
anomer is stabilised by delocalisation of the free electron pair on the ring oxygen into the
antiperiplanar 0§, _, orbital).”” For glucose, the anomeric equilibrium in water is 64%
B and 36% «,°*6 although the precise ratio is solvent and temperature dependent.!%
This corresponds to a (a— () free energy difference in water of -0.3 kcal/mol. Solvation is
thought to play a role in determining this anomeric ratio by preferentially stabilising the
equatorial position,®® %' though whether this involves specific hydrogen bonding inter-
actions or is dominated by electrostatic effects remains under debate.!%> Computational
calculations have attempted to resolve which effects decide the anomeric ratio. To date,
several quantum mechanical (QM) studies have focused on the (a—3) free energy dif-

ference in glucose.!’>1%7 The most recent of these studies, by Barrows et al., calculated

5
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Figure 1.1: The *C; conformation of S-D-glucopyranose.

a free energy difference (a— /) in water of -0.2 kcal/mol, with solvation favouring the
anomer by 0.6 kcal/mol.’®® An earlier study by Cramer and Truhlar found no solvation

effect for the anomeric free energy difference.!%?

However, though they can be very accu-
rate, computational constraints restrict QM calculations to a limited set of conformations
without the inclusion of explicit solvent molecules.

A variety of Molecular Mechanics studies have attempted to replicate the experimental

108-110 92

(a— ) free energy difference in glucose, and other monomers such as D-mannose

and D-xylose.!'! Some studies investigated simpler molecules with fewer rotatable bonds,

12,113 35 models of the anomeric effect in carbohy-

such as 2-methoxytetrahydropyran,
drates. Results vary depending on the simulation conditions and the force fields employed.
Ha et al. found the a—anomer to be more stable than the S-anomer by 0.31 kcal/mol,
with aqueous solvation favouring 3 by 3.6 kcal/mol.'% In contrast, calculations by van
Eijck et al. found the (a— () free energy difference to be -0.86 kcal /mol, with solvation
favouring the a—anomer by 0.5 kcal /mol.'%® Convergence of these free energy calculations
is a problem, as there is a small free energy difference between the anomers and a large

number of potentially accessible conformations that must be explored.

Pyranoid Ring Conformation

Each of the various carbohydrate ring forms has a variety of possible conformations. For
example, glucopyranose has 6 distinct boat forms, 6 twist—boat forms and 2 chair forms. A
common classification system represents the ring conformation with a capital letter, using
numerals to distinguish between the different forms of each shape: e.g. C; denotes a chair
conformation in which the C} lies above and the C; below the plane of the pyranose ring
(see Figure 1.1). A more rigorous definition of ring puckering coordinates was provided
by Cremer and Pople in 1975.1** For six-membered rings, such as glucose, a coordinate
system is defined which maps all types of puckering onto the surface of a sphere. The
polar positions correspond to chair conformations, and the equatorial positions to various

twist—boat forms.
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The preferred conformation of a pyranose ring is determined by non-bonded inter-
actions (Van Der Waals and electrostatic interactions) as well as solvent effects, with
intramolecular hydrogen bonds also playing a role. In general, the chair conformations
of the pyranose ring are favoured, because the boat and skew forms cause crowding of
the atoms in the ring and are thus significantly higher in energy. Pyranose rings have
two distinct chair conformations, *C; and 'Cy. These flexible chair conformations are
entropically stabilised because a range of chair distortions can occur without a significant
change in energy.!!%116 The 4C; conformation of a—D-glucose, with all ring substituents
in the equatorial position, is preferred over the 'Cy conformation in which all substituents
are in the axial orientation. The *C; conformation is found in crystal structures of a—

3 various other pyranose mono- and disaccharides and the

D-glucose,!'” 3-D-glucose,?
cyclodextrins. In addition, optical rotation and ultrasonic relaxation experiments have
shown that in aqueous solution the pyranose ring persists in the *C; conformation, both

42,62 Tntermediate between the two chair

in simple sugars and in larger polysaccharides.
conformations are a variety of stable boat conformers. These have energies 5 to 8 kcal /mol
above the energy of *C; and are separated from the chair conformations by energy barriers

of approximately 12 kcal/mol.''8:119
Interestingly, in certain polysaccharides the pyranose ring has recently been proposed
to undergo a transition from a chair to a twist-boat conformation when subjected to

52,53, 119121 Thig suggested transition is dependent on the presence of

stretching forces.
axial glycosidic bonds. Ab initio calculations on three pyranose monomers, a— and -
glucose!'? and a—galactose,'?2 have shown that the O;0, vector increases in length for the

2 while

chair-to—boat conversions in a—glucose and the chair inversion in a—galactose,?
there is no increase in length for any ring inversion in J-glucose. Therefore, stretching
the pyranose ring with an external force along the 010, vector is expected to favour boat
conformations of the glucose ring, as these provide greater separation of the ring oxygens
and will lead to greater extension of the molecule. Moreover, calculations have shown the
resultant twist—boat conformations to be energetically stable minima.''® Polysaccharide

stretching experiments are discussed in more detail in Section 1.3.1.

Hydroxymethyl Orientations

The orientation of the ezo—cyclic 6-hydroxymethyl group, also termed the primary alcohol
(Figure 1.2), affects the relative energies of the different ring conformations in hexoses.
In addition, dynamic rotations of this group are thought to play an important role in

relaxation processes that occur in a variety of hexopyranose carbohydrate glasses, from

7
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Figure 1.2: Three-dimensional structure of a B-D-glucose molecule in the *C; conformation,

showing the primary alcohol dihedral angle, w.

OG
o} c, O, c, O C,
0, o)
tg g gt
180° (-60°) -60° (+60°) +60° (180°)

Figure 1.3: Newman projections showing the definitions of the three minimum-energy hydrox-
ymethyl positions for a pyranose ring. Values for the w dihedral angle (O5—C5—Cs—0Og) are shown

below each conformation, with the corresponding w* values in brackets.

glucose to cellulose.? %5960

The orientation of the hydroxymethyl group in relation to the pyranoid ring is usually

described by either of two dihedral angles:
w:O5—C5—CG—06 (11)

or;

w* = 04 - 05 - 06 - 06 (12)

Here the first definition (w) is used. Generally, the hydroxymethyl group adopts one of
three staggered orientations. These orientations are designated tg, gg and gt respectively,
where the first letter refers to the trans or gauche orientation of the w dihedral and the
second the orientation of the w* dihedral. The three hydroxymethyl orientations and their
corresponding w values are illustrated in Figure 1.3.

The rotameric distribution of the hydroxymethyl group for different monosaccharides
has proved difficult to establish experimentally. Conformational preferences have been de-

termined chiefly from X-ray crystallography and NMR studies, and to some extent from

8
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optical rotation experiments.'?> While there is variation in the reported experimental
rotameric distributions, the gauche conformations (gg and gt) are known to be favoured
over the trans (tg) conformation. The overall gg:gt:tg population rankings in aqueous
solution are estimated to be approximately 6:4:0 for glucopyranosides and 2:6:2 for galac-

1237125 Qpecifically, Bock et al. report a-D-glucose to have a distribution

topyranosides.
of gg:gt:tg = 52:41:76 and o—D-galactose a distribution of gg:gt:tg = 12:56:32.1% Earlier
studies by Nishida et al. give a ratio for aD-glucose of gg:gt:tg = 53:45:212* and a-D—
galactose of gg:gt:tg = 18:61:21.1?°

The conformational preferences of the pyranose hydroxymethyl group in solution are
assumed to be determined by solvation effects, stereoelectronic effects (the 1,3-diaxial in-
teraction and gauche effect*) and hydrogen bonding.'?* However, there is no consensus on
the relative importance of these effects and opinion remains divided as to which influence
predominates. Experimental studies tend to discount the effects of hydrogen bonding.
Rockwell and Grindley investigated the solvent dependence of hydroxymethyl rotamer
populations by analysing NMR ®Jys ger and ®Jys ges coupling constants of fully methy-
lated glucose and glucose methylated at all positions except for the primary alcohol in
solvents of varying polarity.!?® As the aqueous rotameric populations of the two molecules
were identical, they concluded that the hydroxymethyl conformational preferences in wa-
ter are due to a polarisation effect on the molecule, rather than an explicit hydrogen bond
effect. A similar study of galactose derivatives by De Vries and Buck concluded that the
differences in rotamer populations were due to stereoelectronic effects.'?

In contrast, some theoretical studies have emphasised the importance of hydrogen
bonding. Cramer and Truhlar concluded from semi-empirical calculations of D-glucopyranose
conformers in a continuum solvent that the hydroxymethyl conformational equilibrium is
dominated by solute-solvent hydrogen bonding interactions, with unfavourable solvation

102 Molecular

of the tg conformer destabilising it relative to the gg and gt conformations.
orbital calculations of carbohydrate model compounds by Tvaroska et al. indicate that
gauche preference of the hydroxymethyl group is due to the presence of hydrogen bond-
ing and not the gauche effect.!'>'?8 However, a recent theoretical study by Kirschner
and Woods'?® suggests that water plays a central role by disrupting the intramolecular
hydrogen bonding in both glucose and galactose, allowing the rotamer populations to be
determined by internal electronic interactions and steric repulsions. In conclusion, the

relative degree of importance of the various influences on the hydroxymethyl population

*The gauche effect is defined as the tendency for a molecule to adopt that structure which has the
maximum number of synclinal (gauche, £60) interactions between adjacent electron pairs and/or polar

bonds in a molecular fragment X-C-C-Y, where X and Y are two electronegative substituents.

9
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in solution remains undecided.

1.1.2 Disaccharide Conformation

Disaccharides are formed by a condensation reaction between two monosaccharides. A
glycosidic bond joins the anomeric carbon on one monosaccharide with any one of the
hydroxyls of the second monosaccharide. Thus, glucopyranose disaccharides may have
linkages that connect C; to C}, C, C5, C} or Cf in either the a or § form, resulting in
11 distinct linkages. If the disaccharide maintains a free lactol (i.e. hemiacetal hydroxyl)
group, it is a reducing disaccharide. For example, the glucopyranose disaccharide cel-
lobiose is connected from the 5 C; carbon in one monosaccharide to the C4 carbon of the
second monosaccharide to constitute a 5(1 — 4) linkage and is a reducing disaccharide.
If there is no free lactol group, it is non-reducing (e.g. the disaccharides sucrose or tre-
halose). Primed labels (e.g Cf, Of) are used to distinguish the atoms belonging to the
reducing residue in a disaccharide from those in the nonreducing residue.

Disaccharide conformation is dominated by the glycosidic linkage conformation. The
position and stereochemistry of the linkage governs the extent of interaction between suc-
cessive sugar residues, which in turn determines the preferred conformations and relative
freedom of a given linkage. The relative orientations of the two residues involved in a
two-bond glycosidic linkage can be defined completely by two torsion angles, ¢ and v
(Figure 1.4):

¢=H —C—0-C (1.3)

$=Cy—0,—Cy—H, (1.4)

where C'y and HY; are the aglyconic atoms. The definitions for ¢ and ¢ are analogous to
¢y and Yy in IUPAC convention. In this thesis, a further dihedral, 7, is defined as:

This non-TUPAC dihedral angle describes rotation about a virtual C1—Cx bond. The
value of 7 is simply the sum of ¢ and 9 and it is thus a one-dimensional measure of the
relative orientation of the glucose subunits involved in the glycosidic linkage.

In the case of Cg—linked disaccharides, the three bond torsion angles (¢¢ and s and

we) are here defined as:

¢s = 05— C1 — O, — C (1.6)
wﬁzCl—Ol—Cé—Cl5 (17)
w6=01 —Cé—Cé—Oé (18)
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H OH

Figure 1.4: A line diagram of the S-maltose disaccharide (4-0-a-D-glucopyranosyl-8-D-

glucopyranose), showing the ¢, 1 and 7 torsion angles.

in keeping with existing definitions.5

The preferred orientations of the glycosidic linkage torsion angles for a particular link-
age determine the relative orientations of the monomers and thus the overall conformation
of the disaccharide. The ¢—dihedral angle conformation is governed by the anomeric and
exo—anomeric effect, which results in a principal conformation with ¢ close to 0° or 180°,
depending on the anomeric conformation and the absolute configuration of the sugar
residue. The ezo—anomeric effect has the same stereoelectronic origin as the anomeric ef-
fect (page 5), but it influences the orientation of the aglycone; it describes the preference
for a gauche conformation of the aglycone O-R bond with respect to the endo—cyclic C—
O bond, regardless of whether the aglycone is axial or equatorial. These stereoelectronic
effects do not influence the 1 angle, which therefore has freer rotation than the anomeric
C-0 bond. In general, the 1) angles have values around 0°, resulting in a syn relationship
between sugar residues. However, there is evidence that the anti-conformers (¢)=180°)
may be slightly populated in some disaccharides.46:66:73,130

Steric clashes between the exo-cyclic groups, particularly the more bulky hydrox-
ymethyl groups, can limit the conformational space and thus affect the preferred gly-
cosidic linkage conformations in disaccharides. Theoretical calculations in the form of
Ramachandran, or adiabatic, contour maps of the conformational energy as a function of
the glycosidic torsion angles, ¢ and v, are often used to assess the conformational space of
disaccharides.! These energy surfaces have shown that the majority of linkage orientations
for disaccharides, and particularly polysaccharides, are forbidden, mainly by non—bonded

32

electrostatic and Van Der Waals interactions.” Conversely, certain conformations of a

tadiabatic maps are discussed in detail in Section 2.2.1
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glycosidic linkage can be favoured because they allow for strong interresidue hydrogen
bonds between hydroxyls on different rings. Interactions of this type have been observed
in carbohydrate crystal structures. However, the extent to which these hydrogen bonds
affect the orientation of glycosidic linkages in solution has not been resolved and depends

on the degree to which they are disrupted by water.

Disaccharides form the simplest conceptual models of the glycosidic linkages, and are
thus an obvious starting point for analysis of polysaccharide conformation. Often the first
approach to investigating disaccharides is to determine their crystal structures.!®21,23131
However, as the crystal structure conformation may not correspond to the solution confor-
mation, other experimental methods such as optical rotation and NMR have been used to
investigate the solution conformation of disaccharides.3!>44:48:132.133 For example, the mal-
tose disaccharide (Glc—a(1,4)-Glc) has been shown to adopt a conformation in solution

very different from that in its crystal structure.3!

Few experimental methods currently provide information on the range of conforma-
tional space available to a disaccharide glycosidic linkage and therefore computational
studies are being increasingly employed to this end. Several key disaccharides have
been studied extensively, either in their own right or because of their value as mod-
els for a glycosidic linkage in a polysaccharide. Examples are the maltose disaccha-
ride,3235,57,68,69,72,75,82,83,88,134-136 cellohiose (Gle—B(1,4)-Gle)3435137:138 and the nonre-

90139142 and «,a—trehalose (Gle—a(1,1)a—

ducing disaccharides sucrose (Gle—«(1,2)3-Fru)
Glc).™,81,143-146 ©altose and cellobiose are typically seen as models of the a(1—4)- and
B (1—4)-linkages respectively, while sucrose is of interest because of its wide usage in the
food industry. Trehalose has received a lot of attention because of its known cryopro-
tective properties. Adiabatic map analyses have shown that the a(1—4) linkage in the
maltose disaccharide has a relatively small domain of ¢, 1) conformational space avail-
able to it.32:35,57,72,82,83,134,135 Ty contrast, adiabatic maps for cellobiose show that the
B(1—4)-linkage is intrinsically much more flexible than the a-linkage 53 84137,147,148 The
a(1—6)-linked isomaltose (Glc—a(1,6)-Glc) is the most flexible of all the glucan disaccha-
rides, because the extra bond reduces steric clashes and thus increases the range of avail-
able conformational space.’”14% The least flexible is the non-reducing «,a—trehalose.” 8
However, despite numerous studies, none of the glycosidic linkages have as yet been fully
characterised. This is required not only for understanding disaccharide structure and

dynamics, but also for polysaccharides, as will now be discussed.

12
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1.1.3 Polysaccharide Conformation

A carbohydrate chain typically contains a large number of monosaccharide units linked
together by glycosidic bonds. Oligosaccharides are usually defined as comprising up to 20
monosaccharide units, while the terms polysaccharide and glycan refer to longer chains.

Glucans are polysaccharides comprised entirely of glucose residues.

For reference purposes, the glucose residues in an oligo— or polysaccharide chain are
typically numbered from the reducing glucose residue to the non-reducing residue. In
this work, the glycosidic linkage dihedral angles are similarly numbered. Thus, ¢, refers

to the fourth ¢—dihedral angle from the reducing end of the chain.

Oligo— and polysaccharides are similar to peptides in that they possess a secondary
structure, such as a helix or random coil, organised from stiff structural elements. This
secondary structure is dictated principally by the conformation of the backbone glycosidic
linkages between sugar residues, though in pyranose residues the hydroxymethyl group
may play a significant role in relatively stabilising or destabilising chain conformations.
The glycosidic linkages are also the source of most of a chain’s flexibility, as the *C; chair

form of the pyranose ring is comparatively rigid.4? 4!

The nature of the glycosidic linkages thus governs the general characteristics of the
polysaccharide chain conformation and flexibility*® and ultimately affects the properties
and function of a polymeric material. The more flexible the linkages, the less likely it is
that an oligosaccharide chain will adopt a unique, regular conformation. Although coop-
erative intramolecular interactions within a polysaccharide chain can potentially combine
to limit the range of a flexible linkage and thus fix the molecule into an ordered shape,
this is less likely to occur in solution than in the solid state. In fact, many polysaccharides
are highly flexible molecules (particularly in solution): both experiment and theoretical

calculations have shown oligosaccharides to exhibit large conformational flexibility.*3 46

Glucose polymers are a case in point: the D-glucose residue is the basic component of a
large group of carbohydrate polymers with widely differing conformations and functions,
ranging from ordered conformations such as a ribbon or a helix, to random coils.*> A
frequently cited comparison is that of the amylose and cellulose homoglucans, which
differ only in the configuration of their glycosidic linkages («(1—4)-linked in amylose
and B(1—4)-linked in cellulose) but have vastly different physical properties and aqueous
solubilities. Cellulose (/3-1,4 D-glucan) is a rigid support molecule and forms structural
fibres in plants. Amylose (a—1,4 D—glucan), which was discussed earlier, is the linear
component of starch. Structurally cellulose and amylose differ remarkably. Cellulose

30,150

has regular ribbon-like chain conformations in the solid state and cellulose strands

13
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are stiff and highly extended in solution.?®:''? In contrast, amylose forms various flexible

helical structures in the solid state!?: 121,152

and is thought to dissolve as a random coil with
a disordered, sixfold helical trajectory on the basis of optical rotation, light scattering,
limiting viscosity, sedimentation and NMR measurements.'5*% The contrasting physical
and chemical properties of amylose and cellulose are attributable entirely to their differing
glycosidic linkages.

Another example is dextran, the corresponding a(1—6)-linked glucan. This molecule
is very flexible as a result of the extra bond in its backbone linkages and it forms highly
disordered, flexible and compact random coils in solution.!®® Furthermore, the regularly—
repeating linear “copolymer” pullulan [(—6)-a-D-Glc—(1—4)-a-D-Glc(1—4)-a-D-Glc-
(1—] contains both the a(1—4)- and «(1—6)-linkages and can be thought of as a mixture
between dextran and amylose. It forms a random coil with a weak tendency to follow a
pseudo-helical trajectory.'®®

The solution structure of oligo— and polysaccharides is often difficult to characterise
experimentally because of their flexibility and disorder. Therefore, small oligosaccharide
fragments are often studied as more tractable models of polysaccharides. In many cases,
short oligosaccharide strands of polysaccharides have been shown to mimic the dynamics
of the polymer. For example, in the case of pullulan, the effective unit for demonstrat-
ing segmental motions of the higher polymer contains 12 or fewer glucose residues'6!
while strand lengths of 6 units are sufficient in the case of amylose and dextran.’® How-
ever, experimental methods often cannot investigate individual polysaccharide strands in
solution and typically provide results gained from an average of all the strands in the
polymer. A single chain will adopt a wide variety of conformations over time. According
to the ergodic hypothesis, a large group of chains adopts the same distribution of con-
formations at any one instant.?® Polysaccharides are therefore often described using the
statistical-mechanical theory of polymer chain conformation developed by Flory.'®? Sta-
tistical measures are used to describe the average conformation of a polymer strand, such
as the root—-mean—square distance between the polymer ends or the radius of gyration —
the root—-mean—square distance of the elements of the chain from its center of gravity.
In addition, simple models of polymer structure have been developed, such as the freely
jointed chain model. The freely jointed chain consists of a series of x links of length [
joined in a linear sequence with no restrictions on the angles between successive bonds.

Simulations have attempted to reproduce the average statistical parameters measured
by experiment. For example, predictions of the scattering function and radius of gyration
for a pullulan hexasaccharide based on oligosaccharide linkage properties were found to

be in excellent agreement with SAXS data.'®® However, simulation techniques are also
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limited by polysaccharide flexibility and structural analyses are often reduced to consid-
eration of the constituent glycosidic linkages, with the polysaccharide chain approximated

by stiff elements joined by flexible linkages.3%3*

1.2 Carbohydrates in the Solid State

The less mobile carbohydrates crystallise readily. Examples are the simple carbohydrates,
the less flexible cyclic carbohydrates and rigid polysaccharides such as cellulose. However,
crystals of the more mobile oligo— and polysaccharides are difficult to obtain. In contrast,
most carbohydrates can form amorphous or partially—crystalline glasses in the solid state.
The physical properties of these vitreous polysaccharide materials (such as volume, en-
thalpy, heat capacity, mechanical and dielectric relaxation behaviour) are dependent not
only on the molecular weight of the carbohydrate, but also on the type of glycosidic
linkage, the molecular configuration and the water content of the glass.* 10-3860,164
Glasses are characterised by a glass transition, which occurs around a particular glass
transition temperature (7). At T, there is a change in the material characteristics of the
glass, from a brittle glassy form to a less rigid rubbery form, with a concomitant sharp
change in heat capacity. The glass transition is a physico—chemical event — a change
of state but not of phase — and the temperature at which it occurs is of relevance for
the use of carbohydrate polymers as structural materials.!®® The macroscopic changes
occurring in carbohydrate glasses at the glass transition have not yet been explained
at the molecular level, but they are probably related to a change in molecular mobility.
Dielectric relaxation studies of pentopyranoses above their T, show a primary o-relaxation

which is thought to be associated with molecular reorientation.% 66 (

Relaxation processes
detected in carbohydrates are categorised according to their strength, with the strongest
relaxations referred to as a—processes, the next strongest as [-processes and so on.)
Carbohydrate glasses also exhibit sub—7, molecular mobilities — so-called secondary
relaxations — which result in their macroscopic mechanical or dielectric behaviour.? These
processes are generally attributed to either localised, thermally-activated rotations of
side groups or motions of the main chain units, which can be precursors to the main a—
relaxation process involved in the glass transition. In particular, the hexopyranoses have
a -relaxation below the calorimetric 7, which is thought to be associated with rotations
of the hydroxymethyl group.? 5% 60,63,166-168

Water has a potent plasticising effect on carbohydrate glasses, which depresses the
glass transition temperature.!:?%373% Relatively small amounts of water can reduce the

glass transition temperature dramatically. For example, in maltose the 7, drops from 353
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K to 241 K upon addition of 20 wt% water.® This effect is thought to occur because water
molecules disrupt the hydrogen bonding network between carbohydrate molecules and
thus facilitate molecular motion.3” Hindered mobility of water molecules in carbohydrate

169,170 and experiment,'” with the mobility

glasses has been reported by modelling studies
of water in carbohydrate glasses increasing gradually with water content.®® Starch and
maltose glasses exhibit brittleness on ageing.!® This retrogradation process in starch is

strongly affected by moisture content.!?

Water also appears to affect the secondary relaxation processes in some vitreous car-
bohydrates. For example, dielectric relaxation experiments have shown the strength of
the S-relaxation process in both glucose and maltose glasses to increase with increasing
water content.%’ In these glasses, sub-T, relaxations are thought to arise from a combina-
tion of the motion of the hydroxymethyl groups and reorientation of the water molecules.
Cellulose is another example of the effect of water on sub-7T}, relaxations. Mechanical spec-
troscopy experiments have shown cellulose to have two sub-T; relaxation processes:  and
. The strength of the S-relaxation is strongly dependent on water content.® In fact,
dielectric spectroscopy measurements on dry cellulose showed only a y-relaxation.® The
molecular origin of these relaxations remains to be established, though the y-relaxation
process has been attributed to a combination of hydroxymethyl and hydroxyl side group

motions.

Glasses of simple saccharides have antidesiccant and cryoprotectant properties; they
are known to preserve proteins and phospholipid bilayers from denaturation and disrup-
tion during extreme dehydration.!” '™ They play important roles in seeds, pollen and in
the dormant states of drought-resistant organisms and have practical applications in the
preservation and storage of labile foods, therapeutic proteins and pharmaceutical prod-
ucts. The antidesiccant properties of disaccharides tend to follow their glass transition

164,175 with the cryoprotective ability of the simple sugars decreasing in the

temperatures,
order:!™ trehalose > maltose > fructose > sucrose > glucose > cellobiose > glycerol
Trehalose has a significantly higher T}, than other disaccharide-water systems at all water

contents, a fact that has been termed the trehalose anomaly.!™

Its outstanding cryopro-
tective properties have been the focus of numerous experimental and simulation stud-
ies.”®81,132,176-178  However, the energetic and structural factors responsible for the sac-
charides’ cryoprotective properties remain to be elucidated. One mechanism suggested
is the “water replacement hypothesis”,'™ whereby saccharides replace lost water around
biomacromolecules by forming hydrogen bonds between the saccharide hydroxyl groups

and the biomacromolecules’ polar residues.
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1.3 Carbohydrates in Aqueous Solution

Carbohydrates interact strongly with water and the effect of a water solvent on the pre-
ferred molecular structure, conformation and dynamics is of prime importance to the

biological functions of carbohydrates.

The simple carbohydrates are very soluble in water, though not all to the same degree.

For example, ranked in order of increasing solubility:
lactose < glucose < sucrose < fructose.’

Although, as a general rule, the solubility of a carbohydrate is proportional to its molecular
weight, oligo— and polysaccharides also vary in their interactions with water according to
their structures. For example, the solution properties of cyclic and linear oligosaccharides
differ dramatically. While the a—, f— and y—cyclodextrins are of limited solubility in water,
with B—cyclodextrin being the least soluble,'® their linear analogs are almost indefinitely

soluble.?2

Solvents make two basic contributions to the environment experienced by a solute: the
first is an electrostatic polarisation effect of the bulk solvent on the electronic structure of
the solute molecule, and the second contribution is direct solvent—solute interactions that

encompass hydrogen bonding.181’182

Direct hydrogen bonds between water molecules and
the numerous hydroxyl groups possessed by carbohydrates have considerable potential for
altering the preferred structures and conformations of these molecules. The “top” and
“bottom” surfaces of a glucopyranose ring in the *C; conformation present aliphatic C—H
groups and are hence hydrophobic. The edges, which are fringed with hydroxyl groups,
are hydrophilic. Force field calculations have shown that in vacuum, or a non-aqueous
environment, these hydroxyl groups typically form a clockwise or anti-clockwise arrange-
ment of intraresidue hydrogen bonds to minimise the energy.®* Hydrogen bonds, generally
accepted to be short-range and angle-dependent interactions, have a strength usually in
the range of 3-6 kcal/mol. This is sufficiently larger than kT at room temperature for
them to be quite resistant to thermal disruption. Consequently, specific hydrogen—-bonds
have been shown to be important in determining the conformation of many biopolymers.
However, in aqueous solution, water molecules compete as alternative hydrogen—bonding
partners for the hydroxyl groups, with potential conformational consequences if the rel-
ative energies of the different conformations are altered. Interactions with water can
potentially perturb intramolecular hydrogen bonding within a carbohydrate and alter the
hydroxymethyl conformation. Di— and higher saccharides have the added possibility of an
altered ¢,¢ conformation, with water perhaps acting as a bridge between monosaccharide

residues in a disaccharide.®® Polysaccharide helical chain folding and chain association

17



1.3. Carbohydrates in Aqueous Solution

are apparently significantly mediated by hydrogen—bonded interactions of the sugar hy-
droxyls, though the aqueous environment is not usually thought to be conducive to strong
intramolecular hydrogen bond interactions.3?

The extent to which internal hydrogen bonding persists in solution and the extent to
which it continues to influence the conformational properties of carbohydrates has not yet
been resolved. Although the mobility of water around carbohydrates has been studied by
measuring the relaxation behaviour of the mobile protons using proton nuclear magnetic
resonance (!H NMR) experiments,®® experimental techniques are seldom able to act as
a probe of individual hydrogen bonds in solution. However, indirect evidence for some
hydrogen bond perturbation can be inferred from altered molecular conformations in aque-
ous solution. For instance, solvation is known to have an effect on the preferred geometry
of the glycosidic linkages in some disaccharides.?:4274447 In oligo— and polysaccharides
this could lead to a change in secondary structure.

In the absence of experimental data, simulation methods are a valuable tool for directly
investigating specific hydrogen bond interactions. However, results from simulations are
not always conclusive as they are dependent on the force fields used to model both the
water solution and the carbohydrate. For example, Brady and Schmidt analysed the
hydrogen—-bonding in a simulation of the disaccharide maltose in solution and concluded
that internal hydrogen bonds were not present to any great extent when in solution.”
However, a subsequent study by Ott and Meyer found a high prevalence of internal hy-
drogen bonds.®®

The structural details of specific carbohydrates, particularly their flexibility and the
location of the hydroxyl groups, determine exactly how they interact with the surrounding
water. Many thermodynamic parameters of aqueous solutions of carbohydrates are sen-
sitive to differences in the stereochemistry of the solute,'®® but the manner in which the
hydration of a particular carbohydrate depends on its hydroxyl topology is still a matter
of debate.” It has been proposed that the anomeric effect governs carbohydrate hydra-

184,185 Franks postulated the stereospecific hydration model, which assumes that an

tion.
equatorial hydroxyl group is more fully hydrated than an axial hydroxyl group; hence the
hydration of a carbohydrate would depend on the ratio of equatorial to axial hydroxyl
groups.'86187 Although this theory has found considerable support, doubts have arisen
concerning its general applicability. Recently, a modified stereospecific hydration model
has been proposed,’® which emphasises that the hydration of a carbohydrate depends on
the relative distance of the nearest neighbour oxygens of a carbohydrate compared to the
oxygen—oxygen distances of water. In this view, the solvation of carbohydrates in water

depends essentially on how well the carbohydrate molecule fits into the three-dimensional
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hydrogen—bonded network of water. This means that particular carbohydrates that have
pairs of oxygen atoms the same distance apart as the oxygen atoms of water are more
completely solvated.”

In turn, it has been proposed that carbohydrates affect water by imposing an “ice-like”
structure on the solution molecules around them. This allows for a distinction between
water of hydration and unbound “bulk” water.®® However, analysis of the first solvation

shell around simulated maltose and maltohexaose in water has shown no evidence for
this.”

1.3.1 Carbohydrate Dynamics

As a result of their flexibility, there is often no single structure of a carbohydrate in
solution and the solution conformation of a carbohydrate can often only be described in
terms of population distributions in conformational space.***"%% Both the identity of the
solvent and temperature can affect the relative abundance of the populations.

A variety of relaxation processes can occur in aqueous solutions of monosaccharides.
These include pseudorotation interconversions between different linear and ring forms
(which require bond breaking), interconversion between the various chair and boat forms
of the hexose ring, rotations of the primary and secondary hydroxyls and, where ap-
plicable, rotations about the glycosidic bonds. Acoustic absorbance spectra for various
monosaccharides in water show five relaxation regimes, with relaxation times on the or-
der of 1 ps, 100 ns, 10 ns, 1 ns and 100 ps each.6%6%18% These have been assigned,
respectively, to *C; = 'C} chair—chair conformational inversion dynamics, two modes of
pseudorotation of ring structures, ero-cyclic group isomerisation and a possible molecu-
lar association mechanism. Interconversion between different anomers and between the
furanose and pyranose ring forms require bonds to be broken and are therefore compar-
atively slow processes, on the order of seconds. Chair—chair conformational relaxation is
the slowest process in this range — it appears to occur in a time scale of the order of 200
nanoseconds.®! Hydroxymethyl rotational motion was found to occur in the nanosecond
time scale,'®® which is in agreement with previous studies which estimated exchange be-
tween the different conformations of the hydroxymethyl groups to occur on a time scale
of between 107 !° and 102 seconds.!? 4

Oligosaccharide and polysaccharide molecules can be very flexible and the dynamics of
their interconversion between low—energy structures and conformations is central to their
physical and chemical properties in aqueous solution. Because of the complexity of the

motion, little can be determined about the amplitude and time scale of carbohydrate mo-

19



1.3. Carbohydrates in Aqueous Solution

tion experimentally. NMR conformational analysis, based on NOEs and scalar couplings,
of a single oligosaccharide will give a minimum range of conformations necessary to fit the
experimental data, but will not give the time scales of any conformational changes.®* A

number of NMR relaxation studies have probed the solution relaxation of amylose,% 18

dextran® and other oligosaccharide strands.?% 9

Motions within oligo— and polysaccharide molecules are likely primarily to involve ro-
tations about the glycosidic linkages. However, although it is expected that the nature
and time dependence of conformational changes of oligo— and polysaccharides in solution
are largely dependent on the flexibility and physics of the glycosidic linkages,'%? the in-
fluence of the glycosidic linkage type on the dynamics of the conformational changes in
polysaccharides remains to be be clarified.?® In addition, the nature of these rotations
is poorly understood. At low temperatures, rotations about the glycosidic linkages are
often considered to be localised, with the glycosidic linkages rotating independently of
their neighbours.? %19 However, if hydrogen-bonding spans the glycosidic linkage of a
polysaccharide chain, another possibility is the existence of coupled segmental motions of
the polymer backbone. These involve cooperative motions of two, three or more sugar
residues bonded in sequence and are often referred to as crankshaft motions.!%2 The
concept of cooperativity is often associated with a non-zero entropy in the total energy

194,195 if the entropy is large, the motions

barrier involved in the conformational change
are cooperative and involve segments of the main chain.

Molecular dynamics simulations can provide a detailed description of the dynamic
behaviour as well as the average conformer(s) of a glycan. A combined approach is to
use interproton distances determined by simulation and experimental NOE intensities to
calculate the dynamic behaviour of specific linkages in an oligosaccharide.®®'%¢ Brant
and co—workers have done a large number of theoretical and experimental studies on the
physics, mobility and dynamics of oligo— and polysaccharide strands in solution, investiga-

34,35,56,161,163,192,193,197,198  Theiy recently-developed

tions which span over three decades.
theoretical approach to polymer dynamics — optimised Rouse Zim local dynamics (OR-
ZLD) theory — showed that correlation times of glucans and galactans (obtainable from
NMR, fluorescence, radiation scattering and rheological relaxation experiments) are very
sensitive to the details of molecular structure.!%?

A novel approach to the study of the elastic properties of glycan strands is atomic
force microscopy (AFM).?® Various single-molecule atomic force microscopy (AFM) ex-
periments have probed the elastic properties of single polysaccharide strands.5! 53,121,122
The procedure uses a single molecule lifted from solution and adsorbed between a substrate

and cantilever tip and measures the force required to extend the molecule by a certain
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Figure 1.5: AFM force—extension curves for galactouronan (A), amylose (B) and cellulose (C)
reproduced from Marszalek et al.'?> The postulated dominant conformations are illustrated
along the corresponding sections of the force—extension curve. The extension z was normalised
using Tporm = 0.45z/1¢, where 0.45 nm corresponds to the length of the residue vector O Oy Chair
in the relaxed state of the polymer and [{ is the estimated contour length of the molecule
determined from a freely—jointed chain model fitted to the unnormalised data before the first

transition.
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amount. This produces a characteristic force—extension graph for each molecule, examples
of which are shown in Figure 1.5. The polysaccharides amylose («1,4 D-glucopyranose),
cellulose (1,4 D-glucopyranose), dextran («1,6 D-glucopyranose) and pullulan ([al,4—
al,4-al,6], D-glucopyranose) each generate distinctive, fingerprint force extension curves,
though they differ only in the locations of their glycosidic linkages.’' > The a-linked
molecules undergo elastic deformations in response to stress, evidenced by characteristic

5L,121 which are not present in the profile for the

plateaus in their force—extension curves,
inelastic, S-linked cellulose.’? The yielding behaviour of the a—linked glucans has been
attributed to the sudden onset of concerted transitions of the glucose rings that lengthen
the chain, specifically a force-induced elongation of the glucose rings that results in a
final transition from the preferred *C} chair to a twist-boat conformation.®® Thus, the

pyranose rings have been proposed as the structural unit controlling glucan elasticity.

1.4 Carbohydrate Simulations and Free Energy Cal-

culations

As the experimental methods currently available for investigating carbohydrates in many
cases do not provide sufficient atomistic detail, computer simulations are being increas-
ingly used to provide insight into molecular structure and dynamic motions. Ideally,
simulations serve as a bridge between physical theory and experiment, helping to re-
solve experimental ambiguities, providing rationales for experimental observations and
ultimately allowing for the prediction of molecular behaviour.

Quantum mechanical or ab initio calculations are the most accurate of the simulation
methods. Some ab initio calculations have been performed on model fragments of carbo-

104,112,113,199 and a few simple sugars, such as glucose,'92710%:290 fryctose?! and

hydrates,
some disaccharides.®136:202.203  However, because of their large size and flexibility, car-
bohydrates have been principally investigated by force field methods. These encompass
Molecular Mechanics minimisation, Monte Carlo calculations and Molecular or Stochastic
Dynamics simulations. Force field methods require an accurately parameterised force field
for carbohydrates, and a number of these have been developed.?4 205

Molecular Mechanics analysis usually expresses the conformational space available to
a molecule in terms of a Ramachandran map of the molecular energy as a function of the
principal degree(s) of molecular freedom. Methods for calculating Ramachandran maps
are discussed in detail in Section 2.2.1. Ramachandran maps have been used extensively

for predicting the conformational space of disaccharides, where two-dimensional maps
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of the ¢ and 1 dihedral angles are typically calculated.”%:8 In addition, ambiguous
spectroscopic data is often supplemented by calculations of these adiabatic potential en-

42,46,57,65,67,70, 71,73 Although generally used only for analysis of the preferred

ergy surfaces.
conformations of disaccharides, Ramachandran maps can also be used to predict the prop-
erties of an oligosaccharide. For example, Mazeau and Pérez used calculated adiabatic
maps of the 18 disaccharides which form the building blocks of the rhamnogalacturo-
nan II oligosaccharide to predict the low energy conformations of this oligosaccharide.?%
However, adiabatic maps are limited in their applicability because a slight increase in
the degrees of freedom of a molecule causes a large increase in the computational com-
plexity. Moreover, entropic and solvent contributions to the molecular energy are not
incorporated into the adiabatic energy surface. While the potential energies calculated by
Molecular Mechanics minimisation correspond to estimates of the enthalpy, experimental
determinations of energy differences principally yield Gibbs free energies. Both enthalpy
and entropy play important roles in determining the relative probabilities of conforma-
tions and the mobility of carbohydrates — enthalpy differences alone should not be used
for comparison of conformer preferences.2>297 Therefore, although adiabatic maps can
give a satisfactory description of the conformational space for a glycosidic linkage in vac-
uum, where the entropic component of the energy can be expected to be small, they are
likely to be an inadequate approximation of the glycosidic linkage conformational space

in solution.

Molecular Dynamics (MD) simulations, by incorporating molecular motion into a sim-
ulation, can provide an indication of the enthalpic contributions to the molecular energy.
For simulations of a carbohydrate in solution, explicit solvent molecules are usually in-
cluded, though some simulations have been performed with generalised solvent models or
force fields that aim to incorporate the average effects of solvent.2%®:29% Although computa-
tionally more expensive, studies have shown that the explicit inclusion of water molecules
is necessary for carbohydrate simulations to adequately model the conformational space
available.”21% The first Molecular Dynamics simulation of a carbohydrate (glucose) in
explicit solution was performed by Brady in 1989.”* Since then, a variety of simula-
tions of carbohydrates in vacuum,’% 115 water,67:68:72.74-8L177.211 4p the solid state!"® have
been published. Most MD simulations of carbohydrates have concentrated on the mono—

and disaccharides, such as a—D-glucose,”* 3~D-mannose, and (a,3)-D-xylose!!! as well

68,69,75,212 CeHObiOSG, 138 trehalose,78’ 81,177,178

as B—D-galactose, (a,3)-D-talose,”® maltose,
sucrose and carrabiose.?'® However, some MD studies of oligosaccharide strands have
been performed, 80159214 principally to investigate the effects of solvation on confor-

mation and to potentially extrapolate these results to the corresponding polysaccharide.
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1.4. Carbohydrate Simulations and Free Energy Calculations

72 59

These include simulations of the oligosaccharides maltohexaose,” maltoheptaose'® and
a hyaluronan decamer.®® A similar, but computationally cheaper, approach is to per-
form computational analysis of an oligomer using gas-phase geometries obtained from
disaccharide analysis in combination with a solvation model.!6%163

MD simulations may be used to investigate dynamic relaxation processes in oligosac-
charides and thus clarify the molecular origin of the relaxation processes in polymers.
However, most studies focus on determining the global energy minimum and water inter-
actions; few are concerned with investigating conformational changes. In addition, the
flexibility of carbohydrates also causes difficulties with MD simulations. In the case of
large oligosaccharides, long molecular dynamics simulations (on the order of hundreds of
nanoseconds) are required to ensure that phase space is adequately sampled and all pos-
sible low—energy conformations explored. With the computing power currently available,
long simulations of large molecules are frequently too time-consuming to be feasible,
particularly if solvent is explicitly included. There are a few alternatives for circum-
venting these computational limitations. One approach is to use simulations of shorter
oligosaccharide strands that can be extrapolated to explain polysaccharide conformation
and dynamics. For example, simulations of oligosaccharide fragments have been used
to help explain the force-extension curves obtained from AFM stretching experiments
on individual polysaccharide strands and thus give a partial explanation of macromolec-
ular properties like stiffness at the molecular level.'?® Another approach is to employ
computationally—cheaper reduced models of polysaccharides. In these studies, a polysac-
charide is represented by rigid elements joined by flexible linkages, relying on the assump-
tion that polysaccharide dynamics for a single chain in solution are determined principally
by the glycosidic linkages between sugar residues. This approximation allows for simu-
lation of much longer polymer strands. Reduced models have been used to investigate
(1—3) and (1—4)-linked o and S-D-glucans and (1—4)-linked a— and S-D-galactans.!?

However, although standard MD simulations are useful, ideally free energy calcula-
tions are required in order to provide a complete characterisation of the conformational
space available to a carbohydrate. Free energy calculations for the important degrees of
freedom in a carbohydrate allow for identification of the number of low-energy conform-
ers, the flexibility of each conformer, the time spent in each conformation and the rate
of conversion between conformers. A free energy surface along a degree (or degrees) of
freedom is known as a potential of mean force or PMF. In solution, a PMF incorporates
not only contributions from entropy, but also the averaged solvent—solute interactions. In

principle PMFs can be obtained from standard simulations. However, in practice high

energy barriers often prevent representative sampling of the configurational space. For
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instance, none of the standard force field simulation techniques (MD, Monte Carlo sim-
ulations) is able to thoroughly explore the areas of conformational space available to a
disaccharide, let alone higher carbohydrates.

Free energy calculations have long been identified as one of the major challenges to
computational chemists.?*52% However, despite the fact that methods for computing free
energy changes have existed for decades, potential of mean force calculations for carbo-
hydrates remain computationally expensive and hence infrequently attempted. Of the
free energy calculations performed on carbohydrates, most have concentrated on repro-
ducing the experimental anomeric free energy in glucose.!% 19 Few free energy studies
have investigated conformational changes in carbohydrates. A ¢, ©» PMF for sucrose in
solution was calculated as early as 1995.%° However, this procedure used very short simu-
lation times (a total of 3.9 ns) and it is therefore unlikely that the calculations converged.
Both maltose and dixylose (4—0O-a—D—xylopyranosyl-a—D—xylopyranose) have been in-
vestigated with partial PMF calculations restricted to a central ¢,i) region because of
sampling difficulties.?®!8! In addition, Palma et al. calculated a one—dimensional PMF
for the binding of glucose to benzene in solution.?’” With the rapid increase in computer
speeds, longer simulations are possible and thus free energy calculations are becoming

more feasible.

1.5 Objectives

The aim of this thesis is to develop free energy calculation methods that will provide a full
characterisation of both the preferred conformations and the dynamic behaviour of par-
ticular classes of carbohydrates. A description of the influence of water on carbohydrate
conformations and dynamics is considered to be particularly important.

As the pyranose chair conformation is known to be fairly rigid in solution, the larger
dynamic motions in a glucan polysaccharide in solution consist primarily of rotations
about the dihedral angles of the ezo-cyclic groups of the pyranose ring (hydroxymethyl
and secondary hydroxyl groups) and the glycosidic linkage torsion angles. At higher
temperatures and under the application of forces, chair-to—boat transitions of the glucose
rings may add an additional dimension. Characterising the conformations and motions
of carbohydrates therefore requires calculation of the potential of mean force along these
principal degrees of freedom.

In order to build a detailed picture of the dependency of a polysaccharide’s dynamics
on its constituent monosaccharides and glycosidic linkages and the effects of water upon

them, the aim is to employ a systematic analytical approach. The procedure begins with
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calculation of the free energy along the principal degree of freedom in a monosaccharide
— the hydroxymethyl group. The investigation is then extended to characterisation of the
free energy about the glycosidic linkage dihedral angles in a model disaccharide. Potential
of mean force calculations for a glycosidic linkage provide a complete description of the
preferred conformation and the structural fluctuations that a disaccharide is likely to
undergo. If the glycosidic linkages are assumed to operate independently of each other, a
2D PMF for the glycosidic linkage in a disaccharide will also provide all the information
required to determine the average chain conformation of a homopolysaccharide, as well
as the dynamic behaviour of the chain.!®® In addition, if performed in solution, these
calculations should clarify the effect of solvent on the properties of the linkage. Finally,
the conformational free energy of the corresponding oligosaccharide is explored using
end-to—end PMF calculations both under standard conditions and with the application
of a stretching force. Stretching simulations investigate polysaccharide dynamics more
thoroughly than simple MD simulations and hence give insight into the conformational
changes which determine molecular flexibility as well as the forces required to bring about
conformational changes. The objective of this procedure is therefore to characterise a
particular linkage and then explore its cumulative effect in a polysaccharide. Thus, this
work should help to establish to what extent the behaviour of the polysaccharides can be

extrapolated simply from its constituent linkages.

In the interests of simplicity, this thesis focuses specifically on characterisation of
glucans connected by (1—4) linkages, which are investigated in both the o and S forms.
This linkage is chosen because of its biological ubiquity and economic importance. The
intention is that, once the free energy procedure has been thoroughly validated on these

two linkages, a wider variety of carbohydrates can be explored.

The reliability of carbohydrate simulations is dependent on the quality of the force field

d,?*® while otherwise satis-

employed. Simulations have shown that the chosen force fiel
factory, does not produce hydroxymethyl rotations at a rate consistent with experimental
evidence.?!? Therefore, a further objective of this work is to correct the hydroxymethyl
equilibrium conformational populations and rotational frequency before proceeding with
the more computationally costly free energy calculations. The hydroxymethyl group com-
prises the principal degrees of freedom in pyranose monosaccharides and may affect the
interaction of monomer units with each other, interactions with solvent and the relative

energies of the glycosidic linkage conformations.
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1.6 Thesis Overview

Chapter 2 contains a brief introduction to Molecular Mechanics and Molecular Dynamics
simulations of carbohydrates, with the emphasis on force fields and methods used in this

thesis. This chapter may be omitted by readers familiar with these techniques.

In Chapter 3 the methods developed and employed in this thesis for potential of mean
force calculations are outlined and discussed. The statistical mechanical theory of free
energy and the iterative Adaptive Umbrella Sampling procedure for free energy calcula-
tions are described first. The Adaptive Umbrella Sampling method is employed as it is
suited to PMF calculations while also having the benefits of gradually converging to a
final solution. These sections are followed by an explanation of the Weighted Histogram
Analysis Method. This method is used to combine overlapping conformational distribu-
tions generated by a series of MD simulations and thus to obtain a best estimate of the
potential of mean force along a molecular degree of freedom. The techniques used to
extrapolate the PMF into unexplored regions and to subsequently smooth the surface are
detailed. This work represents some of the first free energy calculations to be performed
on carbohydrates and the established Umbrella Sampling protocol required several modi-
fications in order to efficiently explore the energy surface of these flexible molecules. These
are discussed in the penultimate section of Chapter 3. Finally, a detailed description of
the methods used to perform one- and two-dimensional PMF calculations on carbohy-
drates is given, including the application of Adaptive Umbrella Sampling to simulations
of molecular stretching.

Chapter 4 reports the reparameterisation of the hydroxymethyl dihedral angles in a
carbohydrate force field. The force field was altered by defining a new atom type for
the hydroxymethyl group and then adjusting various of the dihedral angle force con-
stants describing rotation about the C'5—Cg bond. The new parameters are validated by
determining the potential of mean force for rotation about the hydroxymethyl group in
the B-D-glucose and S-D-galactose monosaccharides both in vacuum and aqueous solution.
These one—dimensional PMF profiles compare favourably to those calculated for two other
parameter sets and demonstrate that simulations using this force field will reproduce the
experimental conformer distributions and rotational frequencies for the hydroxymethyl
group. Further validation of the force field is provided by vibrational frequency calcula-
tions on a—D-glucose.

The application of the methods discussed in Chapter 3 to carbohydrates with specific
glycosidic linkages is presented in subsequent chapters. Chapters 5 and 6 investigate the

a(1—4)-linkage. Chapter 5 is concerned with characterising the effects of the exo—cyclic
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hydroxymethyl group, solvation and additional monomers on the preferred conforma-
tions of the a(1—4)-linkage. These are explored by comparison of the calculated two—
dimensional ¢, v free energy surfaces for the a(1—4)—glycosidic linkage in three model
compounds: maltose, dixylose (the pentose analogue of maltose) and the 4—unit oligomer,
maltotetraose. Chapter 6 then extends the investigation of the «(1—4)-linkage to the
chain conformations and dynamics of «(1—4)-linked oligo— and polysaccharides. The
implications of the maltose vacuum and solution PMFs for amylose chain conformations
in these environments are more thoroughly explored. In addition, the dynamics of this
polymer are probed both by end-to—end free—energy surface calculations for a(1—4)-
linked oligomer strands in vacuum and an extended simulation of an AFM stretching
experiment on a 18-unit amylose oligomer in vacuum. This provides a new interpretation
of the molecular origins of the force-induced elastic deformations in amylose evidenced
by the experimental force-extension graph.

Chapter 7 deals with the 5(1—4)-linkage. Vacuum and solution ¢,i) PMFs of cel-
lobiose in vacuum and solution are probed to establish the effect of water on this linkage.
In addition, study of the 4-unit cellotetraose provides insight into how the 5(1—4)-linkage
is affected by additional units. A stretching simulation for a 12-unit oligosaccharide frag-
ment of cellulose is explained with reference to the cellobiose PMF.

The penultimate chapter briefly describes the application of PMF calculations to the
(1—1)-linkage in the cryoprotectant disaccharide o, a-trehalose as well as the a(1—6)—
linkage in isomaltose and the polymer dextran. Vacuum and solution ¢, ¥ PMFs of
trehalose are compared in order to establish the effect of solution on this molecule. A
novel two—dimensional free energy surface in vacuum for the 3-bond «(1—6) linkage is
presented. Stretching simulations of dextran oligomers are explained in terms of this
energy surface.

Finally, Chapter 9 contains conclusions and suggests future avenues of investigation.
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Chapter 2

Molecular Mechanics and Dynamics
Simulation Methods

Carbohydrates are particularly challenging molecules to simulate because of their flex-
ibility, their often highly polar substituents and the importance of electronic effects in
determining their conformational and configurational preferences.?®® Electronic effects
are best modelled by Quantum Mechanics. However, although the electronic influences
on the conformations of glucose have been extensively investigated by ab initio meth-
ods,102,103,106,200,220,221 aither the extension of these methods to oligosaccharides or the
addition of explicit solvent molecules increases the size of the calculations to such an
extent that Quantum Mechanical methods become impractical.

Force field methods, which encompass Molecular Mechanics (MM) and Molecular Dy-
namics (MD) as well as Monte Carlo simulations, simplify the calculations by ignoring
electronic motions. The energy of the system is calculated as a function of the nuclear
positions only, using a classical “ball-and-spring” model for the atomic interactions. De-
spite their comparative simplicity, suitable force field models are often more accurate for
modelling larger carbohydrates than unreliable low levels of quantum theory and are thus
an efficient and appropriate choice for complex systems. The most widely used modelling
methods for carbohydrates are Molecular Mechanics and Molecular Dynamics simulations.
An advantage of the latter is that it provides a detailed history of molecular interactions
and conformational changes. This, as well as complementing experimental measurements,
is of great assistance for investigating the thermodynamic properties of carbohydrates and
an invaluable aid in elucidating the complex roles of sugar flexibility in biology.

The increasing popularity of Molecular Dynamics simulations has brought a concomi-
tant increase in the number of available software simulation programs and packages for

biomolecular modelling. Among the most frequently used are the academically developed
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programs, such as the CHARMM??? program used in this thesis, AMBER,??* GROMOS?**
and DL_POLY.?%

This chapter provides a brief overview of the Molecular Mechanics and Dynamics
simulation methods and their application to the study of carbohydrates. The focus is on
techniques used in this thesis. For a broader treatment the reader is referred to the general
texts on molecular modelling, such as those by Allen and Tildesley??® and Leach,?'® and

relevant review articles.??-229

2.1 Force Fields

Force field methods require an appropriately parameterised force field, which in turn
requires specification of both the functional form of the potential energy function and the

numerical values of the functional parameters.

2.1.1 The Potential Energy Function

Models for carbohydrate simulations range from detailed atomic models to mesoscale
approximations for modelling larger polysaccharides. However, force fields typically model
atoms as balls having a mass and a radius, connected by bonds to other atoms. The
energy of a system of atoms is then expressed as a sum of the energies of the bond and
angle deformations away from specified reference values, bond rotations and non-bonded
interactions. Typically, the force field takes the simple form of an effective pair potential,
where all interactions are described as those between pairs of atoms. The CHARMM?22,230
force field used in this thesis and the force fields implemented in AMBER and GROMOS
all employ a simple quadratic functional form for the potential energy (V') as a function

of the relative positions of the N particles in the system:
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Chapter 2. Molecular Mechanics and Dynamics Simulation Methods

The first term in this equation is a harmonic potential to model the energies resulting
from bond deformations, where b is the bond length, by the equilibrium length for bond
b and k; is the bond force constant. The second and third terms are harmonic potentials
to model the energies resulting from angle deformations and Urey-Bradley deformations
of the distance between atoms separated by two covalent bonds respectively. Here S
is the distance between atoms separated by two covalent bonds (1,3 distance), kyp the
corresponding force constant, Sy the equilibrium distance, # is the bond angle, 6, is the
equilibrium bond angle and kjy is the angle force constant.

The fourth term is a torsional term that describes the energy change upon rotation
about bond dihedral angles. The dihedral energy profile is obtained from the summation
of cosine terms of various multiplicities (n = (1,2,3,4,5,6)). Here ¢ is the torsional
angle, ¢ is the phase angle, n is the multiplicity and k4 is the dihedral force constant
associated with a particular cosine term. General torsion terms only consider the types of
the two central atoms: the energy profile for rotation about a bond depends solely upon
the types of the atoms that comprise the central bond, and not upon the terminal atoms,
while the actual torsional profile is determined by the sum of all terms. Alternatively,
specific torsion terms specify the types of all four atoms and have a contribution from
each bonded quartet of atoms A—B—C-D in the system. Where specific torsional terms
are used, the energy profile for rotation about a bond is determined by the sum of all the
dihedral angles incorporating the bond, each of which may contain a number of cosine
terms. Therefore, although specific torsional terms are potentially more accurate, their
use drastically increases the number of torsional terms and hence the number of torsional
parameters required to be specified in parameterisation.

The fifth term describes improper torsion angles (w), which are used to maintain four
atoms in a plane. For each of these terms, the equilibrium value for the improper dihedral,
wy, and the force constant associated with deviation from planarity, &,,, must be specified.

The sixth term in this expression is a non—bonded interaction term, incorporating a
Lennard—Jones potential for Van Der Waals interactions ([e;; (22 ' _ Rmin; 6)] ) and a

Tij Tij

Coulomb potential for electrostatic interactions (z;i) This is calculated between pairs of
ij

atoms that are either in different molecules, or separated by at least three bonds within a

molecule (7, is the distance between atoms ¢ and j, €;; is the Lennard—Jones well depth,
Rmin;; is the minimum interaction radius for the atoms ¢ and j and ¢;, ¢; are the charges
on the atoms i and j).

Additional terms may be added to this basic functional form for a force field. Hydro-
gen bonding is sometimes treated explicitly with a 10-12 Lennard—-Jones term between

hydrogen—bonding atoms. However, many force fields, including CHARMM, rely on hy-
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drogen bonding effects being reproduced by suitably parameterised non-bonded terms.
Class II force fields add harmonic stretching and bending terms as well as cross terms
(bend-stretch, torsion—stretch etc.) with the aim of increasing the accuracy and sophis-
tication of the force field.

2.1.2 Parameterisation

Parameterisation of a force field involves specification of the constant parameters in the
potential energy function (e.g. the force constants and equilibrium distances and angles)
for each atom type pair (or quartet in the case of specific dihedral angles). Atom types
are assigned according to atomic species and molecular environment. Parameters are then
usually either estimated from known experimental values or optimised systematically to
be compatible with data obtain from experiment and/or ab initio calculations on relevant
model compounds. Force constants for bond-stretching and bending, the “hard” degrees
of freedom, are usually obtainable from experimental vibrational data. Unfortunately,
experimental data for the non-bonded interactions (torsion, Van Der Waals and electro-
static terms) are difficult to obtain and theoretical quantum mechanical calculations on
relevant model compounds are the usual means of determining reference torsional pro-
files. The torsional parameters, in conjunction with the Van Der Waals potentials and
partial charges, are then fitted to reproduce the calculated torsional barriers together
with the relative energies of the different conformations. Thus, force fields are usually a
combination of experimentally determined valence properties and quantum mechanically

computed torsion potentials and non-bonded terms.

2.1.3 Carbohydrate Force Fields

There are numerous force fields and parameter sets available for modelling carbohydrates.
Some focus specifically on carbohydrates, others aim to treat biomolecules in general and
yet others claim to be applicable to any molecular class.?’* An example of the last—

231 and its successor class 11 force

mentioned are the general purpose force fields MM2,
field, MM3.232

Carbohydrate-specific force fields were originally developed principally as structural
models to assist in interpreting ambiguous NMR, data. An example is the Hard Sphere
Exo—Anomeric approach (HSEA)?*323 which uses a simple potential energy function with
rigid sugar residues incorporating only Van Der Waals interactions and an ezo—anomeric
torsional potential for the ¢ angle. HSEA makes no provision for energy minimisation or

monomer flexibility and hence has limited applicability.
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Chapter 2. Molecular Mechanics and Dynamics Simulation Methods

Most of the more sophisticated biomolecular force fields currently in used were orig-
inally developed for use with proteins, but have been extended with a variety of pa-
rameter sets for modelling other classes of molecule. Specific carbohydrate parame-
ter sets have been developed for each of the three principal biomolecular force fields:
CHARMM, 81,218,235 AN[BER®6:236-240 3nd GROMOS. 212241242 Attempts have been made
to compare the carbohydrate force fields currently available to provide a guide as to which

159,204,205 However, this is a difficult

would be most suitable for particular calculations.
task, as the somewhat different functional forms of the various force fields available pre-
clude direct comparison of parameters and often the strength of one force field is the
weakness of another and vice versa. As the CHARMM simulation program is used exclu-
sively in this thesis, only the carbohydrate force fields available for use with CHARMM

will be discussed in detail.

Carbohydrate parameter sets for CHARMM

Brady and coworkers developed the first carbohydrate parameter set for use with the
CHARMM force field,'® referred to here as the HGFB force field, after the authors’
initials. This force field was parameterised using the CHARMM parameter optimisation
feature to fit the experimental vibrational and structural properties of a representative
monosaccharide, a—D-Glc—p. Partial charges were based on standard CHARMM values.
General ring torsional force constants were selected to optimise the agreement between
computed and experimentally observed torsion values. Glycosidic angles were treated
in the same way as the ring C-O-C angle and there was no specific term to treat the
exo—anomeric effect.

Subsequently, Reiling et al. developed a CHARMM parameter set for carbohydrates.?*®
This parameter set introduces certain specific torsional terms, parameters for which were
derived from ab initio calculations on relevant small molecules representing fragments of
carbohydrates. It also has no specific ezo—anomeric term.

A further CHARMM force field was recently developed by Palma et al,?*® and is here
referred to as the PHLB force field. This parameter set replaces the general dihedral angle
terms in the HGFB force field with specific dihedral angle terms, using up to to three
terms for each dihedral (1-,2— and 3—fold cosine terms). This is consistent with the pa-
rameterisation philosophy used in the recent CHARMM??? protein force field,?*3 in which
important rotational profiles were represented by more than one dihedral angle poten-
tial term. The dihedral angles were parameterised to reproduce experimental vibrational

frequency data and to fit ab initio energy surfaces for small molecules such as ethylene
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199 A considerable portion of this thesis (Chapter 4) is devoted to adjusting the

glycol.
PHLB force field in order to improve the dynamic behaviour of the hydroxymethyl group.

The simplified CHEAT95 parameter set for carbohydrates?°®:2% is a united atom pa-
rameter set that uses extended atoms for the representation of the hydroxyl groups. This
force field aims to approximate the effect of solvent, employing the assumption that intra—
and intermolecular hydrogen bonding play only a minor role in determining oligosaccha-

ride conformations.

2.1.4 Water Models

The effects of solution on a solute molecule are usually incorporated into a simulation in
one of two ways: either explicitly as individual molecules that interact with the solute or
implicitly either in the parameterisation of the terms of the force field or as an applied field.
If an applied field is employed, the electrostatic screening effect of the solvent molecules
is modelled as a dielectric continuum characterised by a dielectric constant. Dielectric
constants greater than unity are often employed in vacuum simulations of carbohydrates
in order to approximate the effect of solvent by reducing the effect of intermolecular
hydrogen bonding. In addition, effects of solution on a solute model may be realistically
modelled without explicit solvent molecules using Langevin dynamics (Section 2.3.2).

Implicit models are attractive as they are computationally cheap. However, because
of the structural role that specific hydrogen bonds often play in water—polysaccharide
solutions, implicit models can be inadequate for modelling aqueous states of carbohy-
drates. The use of explicit water in carbohydrate solution simulations has been shown
to be important for reproducing NMR results” and to adequately model the available
conformational space in simulations of oligosaccharides.?'?

The use of explicit waters in a simulation requires a suitable model. The first MD sim-
ulations of pure water were performed by Rahman and Stillinger in the early 1970’s,244-246
using the simple four point charge potential functions BNS and ST2. Since then models
have developed considerably and those currently in use for MD range from simple rigid
site—interaction models, through flexible models which allow for conformational changes
in the water molecule, to the most complex models that explicitly include polarisation and
many-body effects. Biomolecular simulations in solution have typically been restricted
to the computationally cheaper site interaction models because of the large numbers of
water molecules required to adequately solvate carbohydrates. Hence, the various versions
of the TIP (transferable intermolecular potential) force field developed by Jorgensen and
coworkers?47-250 (TIPS, TIP3P, TIP4P, TIP5P) and the SPC (simple point charge) force
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TIP3P TIP4P TIP5P SPC SPC/E
r(OH) (A) 0.9572 0.9572 0.9572 1.0 1.0
/HOH 104.52  104.52 104.52 109.47 109.47
A x10% (kcal.A'?/mol)  582.0  600.0 544.5 629.4  629.4
C x 10% (kcal.AS/mol)  595.0  610.0  590.3 6255  625.5

qO -0.834 0.0 0.0  -0.82 -0.8476
qH 0.417  0.52  0.241 041  0.4238
qM 0.0 -1.04  -0.241 0.0 0.0
r(OM) (A) 0.15 0.70

Oror 109.47

Table 2.1: Molecular geometry and parameters for the various TIP and SPC water models.

field®**! (SPC and SPC/E) are currently the most commonly-used force fields. In these
models, each water molecule is maintained in a rigid geometry and represented by ei-
ther three, four or five interaction sites (Table 2.1). Interactions between molecules are
described using Coulombic and Lennard-Jones expressions in order to mimic hydrogen
bonds in small separations and an electrostatic multipole interaction in large separations.

Polarisation effects are only incorporated in an average sense.

The three site models (TIP3P,?*® SPC?*? and SPC/E?') have positive charges sit-
uated on the two hydrogen atoms and a negative charge on the oxygen for computing
the Coulomb energy. The only additional energy terms are Lennard-Jones functions for
the Van Der Waals interactions. The SPC models and the original TIP3P model only
consider Van Der Waals interactions between oxygen atoms. However, the version of
the TTP3P model implemented in the CHARMM package has a small Van Der Waals
radius associated with the hydrogen atoms as well. In the case of four-site models, such
as TIP4P,28 the negative charge is situated off the oxygen toward the hydrogens at a
point (M) on the bisector of the HOH angle. Five site models include the original ST2%%
model and the recent TIP5P model.?’® These balance negative charges situated on the
two lone—pair sites of the oxygen atom at an angle 610y, to each other, by opposite charges
on the hydrogen atoms.

Water model parameters are usually optimized to reproduce the thermodynamic and
structural properties of bulk water (including the energy, density, radial distribution func-
tions and diffusion coefficients) at standard temperature and pressure (Table 2.2). How-
ever some water models, such as SPC/E, TIP4P and TIP5P, have nevertheless yielded

results that show good correspondence with experimental properties over a large range
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Diffusion Constant (cm?.s ') p (g/cm3) Dipole Moment
experimental 2.30 x 107° 0.995 2.6
TIP3P 5.06 x 107° 1.002 2.35
TIP4P 3.31x10°° 1.001 2.18
TIP5P 2.62 x 107° 0.999 2.29
SPC 3.85 x 1075 0.985
SPC/E 2.49 x 1075 0.998 2.35

Table 2.2: Thermodynamic properties at standard temperature and pressure calculated for

various water models.249:250,253

3r j Experiment ——
5 SPCE

2 4 6 8 10 12

Figure 2.1: Oxygen—oxygen radial distribution functions (goo(r)) at 300K for the TIP3P and

254

SPC/E models compared to the experimental profile*>* for liquid water.
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of temperature and pressure.?*?21:253 A gensitive test is whether or not a water model
can reproduce the second peak in the oxygen—oxygen pair correlation function, goo(r)
(Figure 2.1). In general, four-site models have been found to be superior to three—site
models,?*®?% though the SPC/E improvement on SPC shows remarkably good results
for a three—site model. Moreover, the five—site model TIP5P shows an improved diffusion
constant as compared with its precursors, TIP3P and TIP4P.253 Three site models are,
however, generally used as they are computationally cheaper and often more familiar. Of
the three—site models, TIP3P exhibits less “structuring” than other water models (it fails
to reproduce the goo(r) second peak) and has a poor diffusion coefficient. However, the
original SPC model achieved good results by over emphasising the water dimer interac-

251 This was

tion, resulting in an over estimation of the heat of vapourisation of water.
justified on the basis of the lack of polarizability in the model and self-energy correc-
tions were applied in the subsequent SPC/E model to improve the heat of vapourisation.
Though the strong water dimer interactions in the SPC/E model are not a problem for
simulations of pure water, in solvated systems they result in an energetic imbalance with
water—solute interactions being less favourable than they should be. The balance between
solvent—solvent, solute—solvent and solute-solute interactions within a system is often re-
ferred to as the interaction triad. TIP3P is typically used as the standard water model
with the CHARMM and AMBER force fields principally to ensure that the balance of
the interaction triad is maintained. For this reason, the TIP3P model is used almost
exclusively in this thesis, except for a comparison with the SPC/E model discussed in

Chapter 4.

2.2 Molecular Mechanics: Energy Minimisation

Molecular mechanics energy minimisation is the most commonly used technique for car-
bohydrate conformational analysis. It is employed primarily for comparison of the energy
of different molecular conformations with the goal of locating the global energy minimum
conformation of a molecule.

Minimisation involves locating the atomic positions, r,,, where the force field function
(Equation 2.1) takes on its minimum values (i.e. the first derivative is zero and the second
derivatives are all positive). Minima are located using numerical methods, which gradually
alter the coordinates to produce molecular conformations of increasingly lower energy until
a minimum is reached. There are several options for minimisation algorithms, including
non-derivative routines such as the simplex method, first derivative minimisation methods

(e.g. the “steepest descents” and “conjugate gradients” methods) and second derivative
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methods such as the Newton-Raphson algorithm.?!> These methods vary in their efficiency
and reliability depending on the problem investigated. Typically, minimisation procedures
begin with the more robust first-derivative algorithms and use the more accurate second-
derivative algorithms for the final stages of minimisation. However, all minimisation
algorithms suffer from the “multiple minima problem”. This refers to the fact that the
minimisation procedure will locate the minimum closest to the starting configuration,
which may not be the global energy minimum for the system.

In order to find the global minimum, grid search methods are generally used to gen-
erate different starting positions for minimisation. As dihedral angles are the principal
source of molecular flexibility and thus the main determinants of molecular shape, con-
formational analysis by minimisation typically involves a systematic search on a regular
grid of all possible conformations of the molecular dihedral angles. Grid search methods
systematically cover a region of phase space and therefore, in addition to pinpointing the
global energy minimum, they can also provide an estimate of the potential energy surface
of a molecule. Regular grid analysis involving 360 ° rotation in D° increments about N
different rotatable bonds requires the calculation of (360/D)" conformations. Therefore,

due to computational constraints, a grid search is only practical in a few dimensions.

2.2.1 Disaccharide Conformational Analysis

The conformational space available to a disaccharide is usually expressed in terms of two—
dimensional Ramachandran contour maps of the conformational energy as a function of
the glycosidic torsion angles, ¢ and 1. These plots depict the potential energy surface
for a glycosidic linkage in vacuum, giving an idea of the conformational freedom and the
areas where steric clashes occur.

Ramachandran maps for a glycosidic linkage are calculated on a n°® x n° grid in ¢,
® space. Originally, because of computational time constraints, only “rigid maps” were
calculated for disaccharides, with the monomer units held in fixed conformations at each
grid point. However, increases in computing power allowed for the calculation of relaxed,

or adiabatic, conformational maps®? 4

where, at each grid point 7,5, the ¢ and 1 angles
are constrained while the other degrees of freedom are relaxed by energy minimisation.
Relaxed maps typically show more conformational freedom for disaccharides than rigid
maps.®?

The actual energy ¢, 1 energy surface for a disaccharide should represent the optimum
(i.e. lowest energy) orientation of the secondary hydroxyl groups, and the hydroxymethyl

groups for each ¢, ¥ point, as differences in substituent orientations can affect the energy
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Figure 2.2: A two—dimensional relaxed adiabatic ¢, 1 conformational energy map for S-D-

72

maltose in vacuum.’® The map was calculated on a 20° x 20° grid, contoured at 2 kcal/mol

intervals above the global minimum, to a maximum of 12 kcal/mol.

by several kilocalories. Ideally, all other degrees of freedom would be searched while
keeping the ¢, 1) angles constrained. However, this is possible only for very small, rigid
systems as it is computationally extremely intensive. For example, if one considers three
staggered positions for each of the ero—cyclic groups in the maltose disaccharide, there
are a possible (31°) different starting positions for each ¢, v conformation. Therefore,
to save time, a disaccharide adiabatic map calculation usually considers only clockwise
and anti-clockwise arrangements of the secondary hydroxyls and three orientations of
each primary hydroxyl (tg, gg or gt) for every ¢, ¢ conformation. An example of such a
map calculated for maltose is shown in Figure 2.2. Quicker, but less systematic, methods
have been developed for disaccharide adiabatic map calculations, an example of which is

simulated annealing.%”

Ramachandran maps calculated for the maltose disaccharide using different force fields
have produced qualitatively similar energy surfaces.?® This can be expected to be the case
for other disaccharides as well, as many of the broad outlines of the energy surface are
produced by Van Der Waals repulsions arising from steric clashes between atoms on
different rings, repulsions which are treated similarly by different force fields. However,
the finer details in the low—energy regions of the maps are more sensitive to the subtleties
of the force field and would thus be expected to differ with different force fields.
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2.2.2 Normal Mode Analysis

Molecular mechanics can be used to calculate the vibrational normal modes of a molecule.
The frequencies of the normal vibrational modes of a molecular system, together with the
displacements of individual atoms, may be calculated from a force field using the Hessian
matrix of second derivatives V'. Suitable minimisation algorithms will supply the Hessian,
which must then be converted to the equivalent force constant matrix in mass-weighted
coordinates (F):

F=M":V'M" (2.2)

M is a 3x3 diagonal matrix containing the atomic masses on the diagonal. Each non-zero
element of M2 is thus the inverse square root of the mass of the appropriate atom. The
eigenvectors and values of matrix F are then usually obtained using matrix diagonalisation
and the frequency of each normal mode subsequently calculated using;:

VA

v; =
2T

(2.3)

The frequencies calculated for a particular molecule can be compared with the results
of spectroscopic experiments. This technique is often used in the parameterisation of a
force field. In such cases, it is usually the lower—frequency vibrations that are of interest,
as these correspond to the large-scale conformational motions of the molecule. In this
thesis, vibrational mode analysis is used to validate parameterisation of the CSFF force
field, as detailed in Chapter 4.

2.3 Molecular Dynamics Simulations

Molecular dynamics (MD) simulations aim to reproduce the dynamic behaviour of molecules,
such as conformational fluctuations and interactions with solvent. MD simulations have
a significant advantage over both Monte Carlo simulations and experiment, in that they
provide a detailed history of the interactions and dynamics of individual particles over
the course of a simulation.

The two essential elements for a dynamics simulation are the force field describing the
interaction potential for the molecules involved in the system, from which the forces acting
on the atoms can be calculated, and the equations of motion governing the dynamics of the
system. The two principal simulation techniques used are standard Molecular Dynamics
and Stochastic Dynamics. Although these methods use different equations of motion,
“molecular dynamics”, or “MD”, is often used as a blanket term to refer to either of the

techniques.
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2.3.1 Molecular Dynamics

In the Molecular Dynamics approach, Newton’s equations of motion are integrated simul-

taneously for all the atoms in the system:

dz’f‘i(t) E
=2 2.4
—8‘/(7“1', ...T‘N)
F,=—————= 2.

In these equations, the force on atom i is denoted by F; and ¢ denotes the time. The
negative gradient of the potential energy, V'(r), are the forces, and therefore V' (r) must

be a differentiable function of the atomic coordinates r;.

2.3.2 Stochastic Dynamics

Stochastic dynamics is an extension of standard Molecular Dynamics, where a trajectory

of a molecular system is generated by integration of the stochastic Langevin equation of
motion:

d’ri(t) F, R; dr;(t)

a2 om Tm dt

This equation has added two terms to equation 2.5: a stochastic force, R;, and a

(2.6)

frictional coefficient, 7;. Stochastic dynamics can either be used to mimic the effect of
solvent, where the random force and frictional drag terms approximate the overall effects
of solvent surrounding a solute molecule, or to control and maintain temperature by
establishing a coupling of the individual atomic motions to a heat bath. The stochastic

term introduces energy and the frictional term removes energy from the system.

2.3.3 Integration of the Equations of Motion

Various algorithms may be used to integrate the equations of motion. The integration is
performed in small time steps, typically 1 to 10 fs. The choice of integration step size is
very important: the increased accuracy obtained with a small step size must be weighed
against the longer real time simulations achievable with a larger step size. Thus, the most
important feature of an integration algorithm is its ability to support a long integration
time step with a small numerical error. The Verlet algorithm?3 is the most widely used.

This method employs the equation:
r(t 4 6t) = 2r(t) — r(t — 6t) + 5t%a(t) (2.7)
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Figure 2.3: A two—dimensional illustration of cubic periodic boundary conditions.

where r is the position of an atom and a is its acceleration. A deficiency in the Verlet
algorithm is that it involves adding a very small term (6¢%a(t)) to a much larger term
(2r(t) — r(t — 6t)), which can lead to errors in computer floating point arithmetic. The

leap—frog?®® variation on the Verlet algorithm allows for increased accuracy:

Pt + 6t) = r(t) + Sto(t + %&) (2.8)
ot + %&) — ot — %&) + Sta(t) (2.9)

In this method, the velocities are first calculated halfway between the time steps
(Equation 2.9). The coordinates are then obtained from the previous position using
the velocities calculated with Equation 2.9. The velocities and coordinates thus appear to
“leap—frog” over each other. The Leap-Frog Verlet algorithm is equivalent to the standard

Verlet algorithm, but avoids inaccuracies associated with terms in §¢2.

2.3.4 Simplifying Approximations

A number of simplifying approximations are often used to reduce the time required for

computer simulations.

Periodic Boundary Conditions

Periodic boundary conditions are a means of simulating bulk fluids (or solids) using rela-
tively small numbers of particles. The method involves placing the molecule and solvent
system in a space—filling volume — a cube and a truncated octahedron are the most
widely—used shapes — which is then treated as if it was surrounded by a periodic lattice
of identical images of itself (for a cube, 3% — 13 = 26 identical images). When a particle

moves in the central shape, each of its images moves in the same way. When a particle
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Figure 2.4: A two—dimensional illustration of a spherical cut—off and the minimum image

convention.

leaves the shape, it re-enters at the opposite side in the translated image position with
identical velocity, as illustrated in Figure 2.3.4. This procedure has the advantage that
molecules at the surface of the shape interact with molecules in adjacent images and
therefore do not diffuse away. A periodic boundary system thus removes surface effects
and provides a representation of bulk solvent or solid.

When using periodic boundary conditions, it is essential that the image boundaries
are treated so as to minimise the effects of the systemic periodicity. The size of the shape
chosen is important, as a simulated particle should not be affected by the periodicity of the
lattice, resulting in the symmetry of the cell structure being imposed on what should be
an isotropic fluid. The minimum cell size required for this depends on the intermolecular

potential and thus long-ranged potentials need to be dealt with correctly.

Truncating Long—Range Forces and the Minimum Image Convention

For large systems, calculation of the non-bonded interactions is the most time—consuming
part of a simulation. For a pairwise interaction model, the number of non-bonded inter-
action terms increases with the square of the number of atoms and thus the computation
time is proportional to N?. In order to speed up calculations for large systems, the
minimum image convention and a non-bonded cut-off are usually applied.

The minimum image convention requires that the interactions for a molecule 7 in the
simulation are only calculated between that molecule and the closest image of every other
molecule in the system. When a cut—off is used, all interactions between atoms that are
further apart than the cut—off value are set to zero. For consistency with the minimum
image convention, when using periodic boundary conditions for a cube of length L, the
cut—off radius must not exceed ;L.

Group—Based Cut—Offs
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Simple spherical truncation of the non—bonded interactions on an atom—by—atom basis has
been long known to lead to non-physical behaviour in simulations of dipolar molecules,
such as water. The problem occurs because some atom—atom interactions are switched
off before others as the separation between any two molecules approaches the cut—off
distance. This results in truncated dipoles and thus spurious charge—dipole interactions.
Group-based or residue-based cut—offs are used to avoid violent fluctuations in the non—
bonded interaction energy as a molecule or group of atoms moves through the cut—off
boundary. Atoms are collected into (preferably neutral) groups of adjacent atoms and
interactions are calculated on a group—by—group basis, even if some of the atoms in the
group are beyond the cut—off radius.
Cut—Off Smoothing

The truncation of the intermolecular potential at the cut—off distance creates some prob-
lems in defining a consistent potential and force for use in the MD simulation: the cut—off
introduces a discontinuity in the potential function at the cut—off distance, which results
in a gradual increase in the kinetic energy and thus the temperature of the system. This
can be avoided by using smoothing functions to bring the non-bonded interactions to zero
in a continuous fashion. Two of the most widely used methods are “switching” (Equation
2.10) and “shifting” (Equation 2.11) functions.

Sw(rij) = 1 Tij < Ton
(rapp—ri)rosp+2rd—3r2,)
(Tfo_"'gn)S

Ton < Tij S Toff

= 0 Tij > Toff
(2.10)
2r2 4
Splrig) = (1= 1+ 5) 1y <Tew
= 0 Tij > Teut
(2.11)

Switching functions are polynomials in the separation distance that smoothly “turn
off” the interaction potential over a given range between a “cut—on” distance and a “cut—
oft” distance. The interaction potential is unaffected for distances less than the cut—on
distance. In contrast, a shifting function modifies the interaction potential over its entire
range, going to zero at the cut—off distance.

Smoothing and truncation procedures can be based on an atom-by-atom basis or may

be applied to predefined neutral groups of molecules. A switching function applied on a
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group—by—group basis has been shown to be the superior method as it introduces fewer

spurious effects such as artificial solvent structuring.?”

Constraint Dynamics

The time step to be used in a molecular dynamics simulation is dictated by the high-
est frequency motion present in the system. However, bond vibrations involving light
atoms such as hydrogen occur so rapidly that an extremely short time step is required to
solve the equations of motion. These high frequency motions are usually of less interest
than the lower frequency modes which often correspond to major conformational changes.
Constraint dynamics enables selected coordinates to be constrained during a simulation
without affecting the other degrees of freedom, thus allowing the time step size to be
increased. This is possible because, in polyatomic molecules, the fast internal vibrations
are usually decoupled from the rotational and translational motions.

The most common constraint method used in MD simulations is Ryckaert, Ciccotti
and Berendsen’s SHAKE algorithm.?’® SHAKE is a special technique developed to treat
the dynamics of a molecular system where certain arbitrarily selected degrees of freedom
(such as bond lengths) are constrained, while others are free to evolve under the influ-
ence of intermolecular and intramolecular forces. A difficulty is that the magnitude of
the constraining force is not known. SHAKE therefore uses a set of undetermined (La-
grangian) multipliers to represent the magnitudes of the forces. The approach is to solve
the equations of motion for one time step in the absence of constraint forces and subse-
quently determine their magnitudes and correct the atomic positions. The constraints are
fulfilled exactly at each step of the integration. This method has advantages in that it
produces a Cartesian form of the equations of motion with the irrelevant internal degrees
of freedom eliminated.

SHAKE is most useful where large molecules are involved. The most common use of
SHAKE is for constraining bonds involving hydrogen atoms, which vibrate at very high
frequencies. In addition, the SHAKE algorithm is often used to maintain both fixed bond

lengths and angles for water molecules in solution simulations.

2.3.5 Simulation Conditions and Ensembles

A Molecular Dynamics simulation has four phases: initialisation, heating, equilibration
and production. Initialisation provides an initial position and velocity for all the atoms.
Velocities are usually assigned randomly either from a Gaussian or a uniform distribution

at low temperature. Heating is typically then performed and involves running an MD
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simulation while gradually increasing the kinetic energy up to a final desired temperature.
The simulation then continues into an equilibration stage, the process where the kinetic
energy and the potential energy are allowed to distribute evenly throughout the system.
Once the system has stabilised, the production phase begins. This step is used to collect
the trajectory information for analysis.

It is often desirable to compare the results of a simulation with a physical exper-
iment. Molecular dynamics is traditionally run under a microcanonical ensemble, with
conditions of constant temperature, volume and energy (NVE). However, other ensembles
often correspond better to experimental conditions. Constant temperature and volume
(NVT) or temperature and pressure (NPT) are the most common alternative ensembles
employed. The NPT ensemble corresponds to the Gibb’s free energy and is therefore the
ideal ensemble for comparison to experiment. However, the NV'T, or canonical, ensemble
is relatively easier to implement. Periodic boundary conditions result in a fixed volume
for a system. The temperature is kept constant either by rescaling the velocities of the
atoms at intervals, or by coupling the system to a heat bath or by using the Langevin
equations of motion in Stochastic Dynamics. Where it is used in this thesis, Stochastic
Dynamics fulfills this latter function, enabling the temperature of a NVT ensemble to be

maintained without the usual method of velocity rescaling.

2.3.6 Parallel MD Simulations

Most of the computer programs written for MD simulations, such as CHARMM, were
originally developed for serial machines. Simulation of large molecules requires enormous
computing power, particularly where solvent is to be explicitly included into the simula-
tion. One way to reduce the time required to achieve such simulations is to use parallel
computers and parallelised programs. In recent years distributed memory parallel comput-
ers have been offering cost—effective computational power, particularly in the case of the
increasingly popular Beowulf-class PC clusters.?®® Therefore, many traditional biomolec-
ular programs have been gradually recoded so that most of their components can run in
parallel, typically using message—passing software such as MPI. The CHARMM program
was one of the first to be tackled.?’® Some of the more latterly developed packages, such as
DL_POLY??» and NAMD?" have been developed from the start with parallel processing
in mind.
The simulations performed in this work were run using a parallel version of CHARMMZ27

on a Beowulf PC cluster comprising 16 Pentium III dual processor machines (with a CPU
speed of 900 MHz each) . This enabled PMF calculations that would otherwise have
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been too computationally expensive. The methods used to perform these free energy
calculations are discussed in the next chapter. However, some calculations, such free en-
ergy calculations involving explicit solution simulations of longer oligosaccharides, remain

impracticably time—consuming.
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Chapter 3

Free Energy Calculations Using
Adaptive Umbrella Sampling

Free energy is generally considered to be the most important concept in physical chem-
istry.?!% Free energy differences and barriers between molecular systems determine which
reactions or conformational changes are spontaneous as well as the rate at which they
occur. Molecular conformational equilibria are determined by the relative free energies
of different molecular conformations. Likewise, the rate of conformational transition is
controlled by the free energy barriers between low—energy molecular conformations.

Free energy calculations differ as to whether they calculate pure free energy differences
(such as free energies of solvation or differences between ligand—host binding energies) or
rather a potential of mean force (PMF) describing a complete free energy pathway (such
as that between a reactant and product or for a change in a coordinate). The principal
advantage of calculating PMFs, as opposed to simple free energy differences, is that a
detailed description of barrier heights and energy changes along an complete free energy
pathway allows for more reliable predictions of the relative populations and rates of change
between reactants and product or different conformations.

Calculation of a potential of mean force requires knowledge of the equilibrium popu-
lation of the degree(s) of freedom under study. In principle, this may be obtained from a
single long molecular dynamics run that samples the significantly populated minima suffi-
ciently often. However, in practice if the free energy difference between two conformations
(or the free energy barrier separating them) is greater than 2kT', the energy surface will
not be thoroughly explored in a standard MD simulation.

Special techniques have been developed to increase the sampling of conformational
space in Molecular Dynamics simulations and thus enable calculation of PMF's from tra-

jectories. The most established are thermodynamic integration (TI) and free energy
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perturbation (FEP). These methods can be used to calculate free energy differences for
both conformational and chemical changes. Depending on the calculation required, FEP
and TT require a series of simulations along either a reactant—product mutation pathway
(free energy differences) or a reaction coordinate (PMF). As free energy is a state function
and both of these simulation techniques invoke reversible paths, the mutation pathway
chosen need not be an actual physical pathway. However, each simulation along the path

must be run for long enough to ensure thorough equilibration of the hybrid system.

Another technique widely used for PMF calculations is the adaptive umbrella sampling
method. This was first developed by Mezei?$? and has been used in a number of studies of

88,88,263-266 jpcluding disaccharides.®® Umbrella, or non—Boltzman, sam-

small molecules,
pling refers to simulations run with a biasing, or “umbrella”, potential in order to enhance
sampling in the high energy regions that are unexplored by regular simulations. Adap-
tive umbrella sampling is an iterative procedure that employs a series of biased umbrella
simulations. The biasing potentials improve “adaptively” with successive simulations and
finally converge on a potential that results in complete coverage of conformational space
in a single simulation. The PMF is then calculated from this final umbrella potential.
Adaptive umbrella sampling has the advantage that, unlike FEP and TI, it is clearly
apparent when convergence has been achieved. An improvement of the adaptive umbrella
sampling protocol employs the Weighted Histogram Analysis Method (WHAM) in order
to obtain the umbrella potential for each simulation.?2?:264269% WHAM is an automated

method that enables incorporation of the data from a number of simulations into the

estimate for a potential of mean force and is easily extendible to multiple dimensions.

Other innovative simulation methods have been developed in order to increase coverage

710 and the “jumping be-

of phase space. Examples are the “locally enhanced sampling
tween wells” procedures.?”® These methods both use simulations run with a combination

of Monte Carlo and MD techniques.

The PMF calculations presented in this work all employed the adaptive umbrella
sampling method together with the Weighted Histogram Analysis Method. The theory
behind these techniques and the details of their implementation will now be discussed in

more depth.
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Chapter 3. Free Energy Calculations Using Adaptive Umbrella Sampling

3.1 Theory

Given the probability distribution function, P (), for a generalised multidimensional de-

gree of freedom, &, the potential of mean force, W (€), can be obtained using the relation:

W (&) = —kTIn P(§) (3.1)

where £ is the Boltzmann constant and 7T is the temperature.* However, it is usually not

possible to obtain a satisfactory estimate of P () from a standard Molecular Dynamics or
Monte Carlo simulation. Adaptive umbrella sampling simulations therefore use a modified

potential function, H:

H=H+U() (3.2)

In this expression H° is the Hamiltonian of the system and U(&) is an applied biasing,

or “umbrella”, potential chosen in order to direct the system into unsampled regions.

The unperturbed probability density, P(£), may be obtained from the biased probability

density generated by a simulation, P’(£), using:

P(§) = CP'(§)ePV® (3:3)

-1
kT*

The aim is to chose an umbrella potential which will flatten the PMF and therefore

where C' is an arbitrary constant and 5 =

achieve uniform sampling in the entire region of £ during a standard simulation. Clearly,
the ideal choice for U(€) would be W (€), as uniform sampling along ¢ can be achieved by
setting

U(€) = kT P(%) (3.4)

which is simply the negative of the potential of mean force. However, as W (&) is not
initially known (the aim of the exercise being to calculate it), a guess is made and the
approximation improved iteratively. Successive simulations are run with “adapting” um-

brella potentials that will eventual converge to the inverse of the actual PMF.

3.2 The Iterative Procedure

The umbrella sampling method used in this thesis is similar to that outlined by Bartels
and Karplus.?®® The degree(s) of freedom selected for study, &, is divided into m bins of
index k. Then an iterative procedure is used to converge on the potential of mean force

for £, as follows:

*The bar over £ indicates that this parameter may be multidimensional.
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3.3. The Weighted Histogram Analysis Method

1. Simulation 4, of length NN; is performed with an umbrella potential U;(€,). At each
step of the simulation, the umbrella potential for a specific value of € is calculated

from a spline?”* of the grid points of U;(&,).

2. The biased probability distribution for simulation ¢ is computed as an unnormalised

histogram, n, j, of the values of £ occurring during the simulation.

3. The biased distribution functions, n;, for all simulations j = 1,2,...,7 are com-
bined using the Weighted Histogram Analysis Method (detailed below) to obtain

an optimal estimate for the unbiased distribution function, py.

4. The current potential of mean force estimate, Wy, is calculated from p; using

Equation 3.1.
5. Wj is extrapolated to as yet unexplored regions and smoothed.

6. The procedure halts if the PMF calculation has converged. Otherwise, U; 1 is set

to —W,, @ is incremented and the procedure returns to Step 1.

Simulation i=1 is usually an unbiased simulation (U; ; = 0 for all k), unless a reliable
estimate of the surface can be made. The procedure converges when a single biased simula-
tion achieves a “uniform” distribution of £ i.e. all conformations have been approximately

equally sampled throughout the simulation.

3.3 The Weighted Histogram Analysis Method

The Weighted Histogram Analysis Method (WHAM)?65-26% is a means whereby over-
lapping distribution functions obtained from several successive biased simulations are
combined to achieve an optimal estimate for the actual unbiased distribution function.
WHAM has at least two advantages over conventional splicing methods for combining
distributions: none of the data are discarded and the method is not inherently limited to
one dimension.

WHAM is a generalisation and extension of the histogram technique developed by

272,273 The unbiased distribution function is expressed as a

Ferrenberg and Swendsen.
weighted sum of the 7 individual biased distribution functions and a set of coupled non-
linear WHAM equations are solved to produce optimal weighting factors for each of the
distribution histograms. The derivation and self-consistent solution of the WHAM equa-
tions have been detailed elsewhere.?65:267 A brief outline of the WHAM equations is given

here, using the formulation and notation of Bartels and Karplus.265266
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After 7 simulations, the optimal unbiased probability distribution histogram, p;, for a

degree of freedom ¢ is found by iterating the following WHAM equations:

D Mk

—o J
== 3.5
pk ZN]f]CJ’k ( )
J
and
- 1
= 3.6
J; 2 Cj.kD (36)
k
with
Cig = e BUi (&) (3.7)

Nj = an,k (38)
k

In these equations, f; is the weighting factor for the jth simulation, &, denotes a value
of £ that falls in the kth bin, n;x is the histogram of the reaction coordinate from the kth
window in the jth simulation and [V; is the number of configurations stored during the jth
simulation. Equations 3.5 and 3.6 are iteratively applied until convergence is achieved.
This is usually judged to occur when the maximum difference between the weighting
coefficients f; from the previous and current iterations, max|f} — f;_1|, is less than a
certain tolerance (typically 0.001). However, this criterion for convergence causes accuracy
problems with floating point arithmetic when the differences in the shifting coefficients f;
are of large orders of magnitude. This can occur when the free energy surface has very
large differences between maxima and minima. In such cases, convergence is judged to

be achieved when the ratio of the difference between current and previous iterations and
f

————+ ) is less than the tolerance factor.
max‘f}_fj |

the current weighting coefficient (

3.4 Extrapolation and Smoothing.

Once calculated, the umbrella potential for the next simulation must be extrapolated into
areas not yet explored. Ideally, extrapolation should direct the simulation into unsampled
regions without introducing additional local minima into which the system could become
trapped.?®® Two methods of extrapolation were implemented. The first emulates the
system of Bartels and Karplus,?®® with the unsampled regions set to the maximum value

of the umbrella potential. However, in order to have a smooth transition from explored to
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unexplored areas, the “border” regions were handled in the following manner. Unsampled
bins in the umbrella potential grid that were directly adjacent to sampled bins were set to
the average value of the surrounding cells. Unsampled cells adjacent to these border cells
were set to the average of the surrounding cells plus half the difference between the average
and the maximum. In this way, sharp discontinuities in the umbrella potential were
avoided. The second extrapolation method uses an estimate of the PMF for extrapolation
to the unexplored areas. This is typically applied where a PMF calculated in vacuum can
be used as an estimate for the PMF in solution. However, though an accurate estimate
of a PMF can potentially aid convergence of the adaptive umbrella sampling procedure,
in practice the first method was found to be generally the most effective as it has less
potential for introducing artificial minima.

Subsequent to extrapolation, any discontinuities in the umbrella potential introduced
by extrapolation were limited by smoothing the potential map at least twice in each
dimension using the following function:6°

Uy, = %(—0.3U,€_2J +1.3Ug_1; + Uy + 1.3Us 11, — 0.3Ux12,) (3.9)
The umbrella potential surface must be smoothed to ensure correct calculation of the

forces on the atoms.

3.5 Umbrella Sampling Methods and Considerations

The various 1D and 2D umbrella sampling calculations undertaken in this thesis were
implemented via modifications to the CHARMM USERE routine (version 27b1).??2 The
USERE routine was adjusted in order to add the energy and forces from the umbrella
potential to the specified atoms involved in the degree(s) of freedom under investigation.
Two general types of PMF calculation were performed. The first type encompasses both
one— and two—dimensional PMF's for rotation about specified dihedral angles. In this case,
the forces determined from the umbrella potential are applied to the four atoms of each
torsion angle in order to drive rotation about the central bond. The second type of PMF
calculation is of one-dimensional end—to—end distance PMFs. The end-to—end distance
is defined from a selected atom on one end of a molecule to another on the opposite end.
The force calculated from the applied umbrella potential is added to the two specified
atoms in order to adjust the extension of the molecule. End-to—end adaptive umbrella
sampling aims to converge on an umbrella potential that will result in uniform sampling
of the chosen range of end—to—end distances (distances that are so short as to cause steric

clashes or so large as to stretch the molecule far beyond its usual range of motion are

o4



Chapter 3. Free Energy Calculations Using Adaptive Umbrella Sampling

excluded). End-to—end PMFs are thus used to describe the energy required to extend
and compress a molecule. They are frequently calculated for polymer strands,??° but have
not yet been reported for oligo— or polysaccharides.

Umbrella sampling simulations were performed using the CHARMM program with
the adjusted USERE routines. The CHARMM program was compiled to run in parallel
on a Linux Beowulf cluster of computers. Each biased simulation consisted of an equili-
bration period (usually in the range of 100ps to 1ns) followed by a production period (in
the range of 500ps to 20 ns) used to generate the & population histogram. The umbrella
potential to be applied was specified in a file as a grid of energy points. At each time
step during the simulation, the specific umbrella potential to be applied was calculated
from a spline of the grid points (a cubic spline in the case of two-dimensional umbrella
potentials).?™ In most cases, long simulations of around 10 ns were required so that the
unconsidered conformational degrees of freedom in the molecule (such as the hydroxyl
or hydroxymethyl groups) were thoroughly sampled. The slower their equilibration, the
longer the simulations required and hence the slower the convergence of the whole proce-
dure.

During each simulation, the modified USERE routine generated data consisting of the
value of the degree of freedom & (e.g. angle, length etc.) and the associated value of
the applied umbrella potential. Histograms of these data were created using a binning
program. The latest estimate of the PMF was then generated from the histograms by a
WHAM program, which incorporates the extrapolation and smoothing routines.

After initial experimentation, an automated procedure was developed in order to man-
age the extremely time-consuming series of simulation, histogram binning, WHAM ap-
plication, smoothing and extrapolation of the umbrella potential. The procedure (in the
form of a Linux shell script) could generally run for several weeks without interference.
However, user intervention was sometimes required if the procedure was not converg-
ing. During the course of this work, a few general heuristics for achieving convergence
were identified. The first point concerns the mesh size for the umbrella potential grid.
Coarser grids are attractive in that they require less computer memory and result in faster
computation of the splines. However, too large an interval between grid points hinders
convergence, as a number of conformations of potentially different energies are merged
into one bin. This is particularly the case in the steeper regions of the PMF. On the
other hand, too fine a mesh is not only computationally expensive, but requires longer
simulations in order to populate each bin sufficiently. Therefore, some effort must to put
into identifying the optimum mesh size for the degrees of freedom under consideration.

Another point is that the very high energy regions in the PMF surface involving steric
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clashes (peaks, not saddle points) are physically interesting only if one is concerned with
dynamics at extreme pressures and temperatures. If explored, these areas vastly increase
the convergence time and it is more efficient to avoid sampling them. Therefore, regions
in the PMF maps with energy greater than a predetermined truncation point above the
global minimum were excluded from the umbrella surface by setting any bin in the PMF
greater than the cut—off to the cut—off value. The resultant plateaus in the umbrella
potential were not sufficient to flatten the very sharp peaks in the steric clash regions
and thus the subsequent simulation is in effect elegantly restricted to the lower energy
regions. This approach resulted in a valuable increase in the speed of convergence of
the two-dimensional glycosidic linkage PMF calculations. The location of the truncation
point depends on the system being investigated, but must not be so low that the transition
states crucial for equilibration of the system and for the correct sampling of local minima
are excluded from the simulation.

It was found to be particularly important that the initial simulations were long enough
to give a reliable estimate of the umbrella potential in the regions explored. If they were
not, the convergence behaviour of the entire procedure was found to be adversely affected.
Further to the point, the umbrella potentials obtained from the first few simulations in
a procedure often cannot be trusted to be a reliable estimate of the PMF in the higher
energy regions. Therefore a good method is to gradually increase the energy range of
the umbrella potential as the PMF estimate improves. This was done by limiting the
range of the umbrella potential by truncation to a few kilocalories per mol in the first
few simulations and gradually increasing its range as the surface was more thoroughly
explored. In this way, poor guesses of the PMF, which can lead to the trapping of the
system in artificial minima, are avoided.

For faster coverage of the energy surface, it was found to be best if the simulations were
begun from a variety of different starting structures. An easy way to do this is to use the
final structure from the last simulation as the starting structure for the next simulation,
but to reassign the velocities of the atoms. However, with this approach, it is possible
that the system will become “trapped” in an unusual conformation. Therefore the original
equilibrated starting position was reinstated after a specified number of simulations (here
usually 8). It was also found to be a good practice to restrict the number of biased
simulation distributions used to calculate the next PMF estimate to no more than 50.
Therefore, as the number of simulations increased beyond this, the older, more inaccurate
distributions were gradually discarded.

In the case of the 2D dihedral angle PMFs, convergence of the whole procedure was

defined to occur when, for a single simulation, every bin & in n;; in the ¢,1) range of
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interest was occupied at least once. Tighter convergence criteria were used for both types
of one-dimensional PMF, where the entire phase space was more easily sampled. For
these PMF's, the final simulation was required to produce a ratio of most populated to
least populated histogram bin of at most 5. This is a stricter requirement than that used
by Kumar et al.?6”-26% Finally, where convergence does not occur, detailed analysis of
the system is required. Some simulations may, due to insufficient equilibration, deviate
significantly from equilibrium behaviour. Other studies have found that the way in which
deviations are handled has an important effect on the convergence behaviour, although
less so on the final results obtained after very long simulations.?®> Convergence was found
to be accelerated when data that appeared to involve large deviations were discarded.
However, if this happens repeatedly, it is likely that longer simulation times are required in
order to bring about crucial conformational changes and equilibration of the unconsidered

degrees of freedom.

3.6 Stretching Simulations

The adapted USERE routine for calculating end-to-end PMF's can be equally well applied
to other problems that require modification of the molecular potential. In this work,
the end-to—end PMF protocol was used to simulate atomic force microscopy stretching
experiments on single oligosaccharide molecules. AFM stretching experiments represent
the ideal conditions for the application of molecular simulations in that experimental data
that requires interpretation is available for reference. Once this data has be satisfactorily
reproduced, simulations can be inspected in detail to provide insight into the dynamic
processes occurring as a response to the applied force.

For the stretching simulations, a straight line with a constant slope was employed as
the applied umbrella potential. This results in a constant force (equal to the negative of
the slope) being applied to the ends of the molecule. Previously reported simulations of
forced elongation used a different method, with a molecule fixed on one side and extended
by a spring.5 119

During each stretching simulation, the force was ramped at regular intervals with
subsequent equilibration. Data was collected during the subsequent production phase.
Ramping the force involved increasing the slope of umbrella potential by a fixed amount.
Each simulation produced a series of distributions corresponding to the extension of
the molecule at specific forces. These distributions were used to generate simple force—
extension profiles by plotting the force applied at each step against the average molecular

extension determined from the corresponding distribution. The force-extension graphs
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were then compared to those produced by AFM experiments on the same molecules. If the
two curves were sufficiently similar the simulations were then analysed to determine which
molecular events were responsible for the principal features of the curve. In addition, in
some instances PMFs for stretching the oligosaccharides were obtained by combining the
overlapping distributions using WHAM. A more accurate force—extension profile was then
calculated from the derivative of this curve and compared to the first graph. However,
the application of WHAM was limited to the initial stages of the stretching simulations
because of floating point number overflow errors that occurred with the calculation of the
exponential terms (e=#Ui (Ek)) with large applied umbrella potentials.

Once an experimental stretching curve is satisfactorily reproduced, these simulations
are valuable in that they can be thoroughly inspected in order to clarify which conforma-
tional transitions contribute to the stretching behaviour. This helps to resolve ambiguities
in the molecular mechanisms involved during polysaccharide stretching and thus provides
insight into macromolecular properties like stiffness and elasticity. Stretching simulations
also provide insight into the dynamical behaviour of the polysaccharides when heated, as
the application of a force resembles the application of heat in that it reduces the activation

energy of conformations not occupied at room temperature.'!?

o8



Chapter 4

Force Field Parameterisation

4.1 Introduction

The principal degrees of freedom for the relatively rigid hexopyranose rings are the exo—
cyclic hydroxymethyl and the secondary alcohol groups. For accurate computer simula-
tions of pyranose carbohydrates in solution, a force field that reproduces the experimental
hydroxymethyl conformational distribution (defined and discussed in Section 1.1.1) and
rate of rotation is required. However, this has not always been achieved. Hydroxymethyl
sampling problems have been a general concern in carbohydrate simulations'? and ad-
justments to the hydroxymethyl torsion angles have been found to be necessary for a
number of force fields.!0%214:242,27 The CHARMM parameter sets are no exception. The
original CHARMM parameter set for carbohydrates,'®' HGFB, is known to produce in-
correct populations of the primary alcohol rotamers in most simulations, as it favours the
tg conformation over gt and gg in both vacuum and solution.”® Palma et al. produced
a new CHARMM parameter set,>'® PHLB, which aimed to correct the relative energies of
the hydroxymethyl, as well as the unrealistic flexibility of the HGFB carbohydrate model.*
Adiabatic map calculations for PHLB indicated correct relative energies for the three hy-
droxymethyl conformations (gg < gt < tg). However, the PHLB parameter set has been
found to exhibit very infrequent conformational transitions of the hydroxymethyl, to the
extent that nanosecond MD simulations do not achieve equilibrium populations.” 27
Parameterisation of carbohydrate force fields has typically focused on obtaining agree-
ment with ab initio conformational calculations; reproduction of the solution conforma-
tional distributions has been largely ignored in the parameterisation process. X-ray struc-

tures and ab initio results have traditionally been used for parameterisation and validation

*see Section 2.1.3.
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of the dihedral angles in carbohydrate force fields, with an emphasis on obtaining correct
relative conformational energies. For example, the specific dihedral terms in the PHLB
force field were parameterised to reproduce experimental vibrational frequency data and
ab initio dihedral angle rotational energy profiles for small molecules such as ethylene
glycol.'®® This was also the method used by Kony et al. for the OPLS—-AA force field:
the torsional barriers were adjusted and scaling factors for the electrostatic interactions
were applied in order to reproduce the calculated ab initio rotational profiles.?*> However,
comparison of the relative energies of hydroxymethyl conformations in vacuum does not
take into account the contributions of entropy and solvation to the equilibrium conformer
distribution. In addition, little attention has been paid to the time scale of transition
between the hydroxymethyl conformations, which is determined by the height of the free
energy barriers between conformational minima. An accurate force field for molecular
dynamics calculations in solution should reproduce not only the experimental equilibrium
conformational distribution, but also the experimental time scale for the primary and
secondary alcohol group rotations in solution.

The equilibrium hydroxymethyl conformational distributions produced by a force field
are usually estimated from the populations obtained from extended MD simulations.?*?
However, hydroxymethyl transitions are fairly infrequent on the time scale of molecular
dynamics simulations. There have been several reports of MD simulations with various
force fields exhibiting very few hydroxymethyl rotational transitions.''%!4! In addition,
difficulties with achieving a representative sample for (1—6)-linked oligosaccharides us-
ing a CHARMM parameter set have been recently reported.’” This is in agreement with
experimental measurements — exchange between the different conformations of the hy-
droxymethyl groups has been estimated to occur on a time scale of between 107! and

123,141 with recent studies placing rotational isomerisation more specifically

1073 seconds,
on the nanosecond time scale.%:188 Therefore it is difficult to judge from a standard
nanosecond MD simulation whether or not the hydroxymethyl rotameric populations are
correctly represented by a given force field, as the system will not have reach equilibrium.

The equilibrium populations produced by a parameter set for the hydroxymethyl group
can only be completely established by calculating the PMF profile for rotation about the
Cs—Cg bond. A PMF provides not only the relative energies of the three hydroxymethyl
conformers, but also the barriers to rotation and the equilibrium rotamer distributions.
In this study, the behaviour of the hydroxymethyl group in the PHLB and HGFB pa-
rameter sets was quantified by calculation of potential of mean force for rotation about
the primary alcohol dihedral, w, for both f—D—glucose and S-D-galactose (Figure 4.1).

PMFs were calculated in both vacuum and solution to investigate the effects of water on

60



Chapter 4. Force Field Parameterisation

HO

H OH OH
HO © H™ °
H H
H H
HO » OH HO S\ —OH
H H H H
(a) (b)

Figure 4.1: Line diagrams of 8-D-glucose (a) and g-D-galactose (b).

the conformational distribution. Based on the results obtained, adjustments were made
to the PHLB parameter set in order to alter the relative free energies of the gg, tg and
gt hydroxymethyl conformations and lower the rotational energy barriers for both the
hydroxymethyl groups and the secondary alcohols. For ease of reference, this modified
force field is termed the Carbohydrate Solution Force Field (CSFF). Solution potential of
mean force profiles for f-D-glucose and S-D-galactose were calculated for the CSFF in
order to confirm that it will exhibit hydroxymethyl conformer equilibrium distributions
and rotational frequencies in agreement with experimental observations. The validity of
the force field was further established by a comparison of the calculated and observed nor-
mal modes of vibration of a—D—glucose. Lastly, the PMF w profile for glucose in SPC/E
solution was calculated. This assists in quantifying the differing effects of the SPC/E?%!

and TIP3P2*® water models on the hydroxymethyl conformational preferences.

4.2 Methods

4.2.1 Parameterisation of the Torsional Terms

In order to adjust the primary alcohol rotation without affecting the parameterisation of
the ring atoms in the force field, a new atom type for the Cg carbon (C'PS) was introduced
into the CSFF parameter set. This atom type allowed for isolation of the hydroxymethyl
dihedral angle parameters from those of the pyranose ring carbons and can be considered
to be a generic non-ring carbon.

The PHLB parameter set contains specific dihedral terms. Therefore, aside from
energetic contributions from non-bonded interactions, the energy profile for rotating about
an A-B bond is determined by a sum of all the dihedral angles terms for every quartet

of atoms X—A-B-Y around the bond. In particular, the rotational energy profile about
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the Cs—Cs bond has contributions from nine dihedral terms, each of which can have up to
six multiplicities. The force constants of the various cosine terms were adjusted in order
to lower the energy barriers to rotation about the Cs—Cyg bond, with particular emphasis
on the gg—gt barrier. In order to adjust these dihedral terms with predictable results,
it was found that careful analysis of the phases of the dihedral terms in relation to each
other was required. Some indication that correct adjustments were made was obtained by
graphical plotting of the sum of the dihedral terms. However, as the torsional profile is
determined by a host of non-bonded interactions as well as the dihedral terms, calculation
of the PMF for Cs—Cg bond rotation was required to establish correct parameterisation.
Alterations to the dihedral force constants were restricted to the Os—CsCsOg, O5-Cs—
C¢—Hg and Cy—C5-Cs—Og dihedral angles, to ensure that the ethylene glycol rotational
profile remained parameterised to closely approximate the profile obtained from ab initio
calculations.'® The ky values for all other hydroxymethyl dihedral angles remain the
same as the CTS atom type in the PHLB force field. The new dihedral term parameters
incorporated into the CSFF force field are listed in Table 4.1.

Dihedral k, n | 6

Hydroxymethyl

OES - CTS - CPS - HAS | 0.2086 (0.1618) | 3 | 0.0

OES - CTS - CPS -~ OHS | -4.0193(-3.7993) | 1 | 0.0
-1.2688 (0.5686) | 2 | 0.0
-0.9704 (0.4202) | 3 | 0.0

CTS - CTS - CPS - OHS | -1.7139 (-1.9139) | 1 | 0.0
-1.0239 (-0.3739) | 2 | 0.0
-0.0340 (-0.0340) | 3 | 0.0

Secondary alcohol
HOS - OHS - CTS — HAS | 0.0677 (0.1686 ) | 3 | 0.0
HOS - OHS — CBS — HAS | 0.0677 (0.1686 ) | 3 | 0.0
HOS - OHS - CPS - HAS | 0.0677 (0.1686 ) | 3 | 0.0

Table 4.1: New dihedral force constants (k,) added to the CSFF parameter set, showing the
periodicity (n) and phase angle () for the cosine terms (Eyp = Y k,(1+cos(nf—60y)),n = 1,2, 3).

Units are in kcal/mol. The original PHLB values appear in brackets.

In addition to the primary alcohol dihedral angle adjustment, force constants for all
the H-O-C—H dihedral angles were reduced to 40% of their original values to speed up

the slow rotation rate of the secondary hydroxyls. Except for the O—H bond force constant
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which was lowered to 460.5 A=2 mol~! to better match the experimentally measured O-H
stretching frequency, all other parameters were transferred unchanged from the PHLB
set. The complete CHARMM topology and parameter files for the CSFF are listed in
Appendices B and C respectively.

4.2.2 PMF Calculations

Using the adaptive umbrella sampling method described in Section 3.5, the potential of
mean force surfaces about the f-D-glucose w dihedral angle were calculated using the
HGFB, PHLB and CSFF carbohydrate parameter sets in both vacuum and TIP3P?%®
water solution. In the case of the CSFF, a glucose w solution PMF using the SPC/E?*"!
water model was also calculated. In addition, w dihedral PMF profiles for 3-D-galactose
were calculated for the PHLB and CSFF parameter sets, in vacuum and TIP3P solution.

In each case, the umbrella potential surface was represented as one-dimensional grid of
points, with a grid separation of 2.5°. The first simulation in each series was started from
a minimised and equilibrated coordinate set and run with no applied umbrella potential
surface. During a simulation, the biasing potential energy at a particular position was
calculated from a spline of the umbrella energy surface. Each biased simulation consisted
of alternating periods of equilibration (typically 500 ps) and production (varying from
500 ps to up to 10 ns). After each simulation, the biased distribution function histograms
was calculated for the 2.5° bins over the entire range of the hydroxymethyl dihedral angle
by summing the number of configurations in each bin over the production phase of the
trajectory. The WHAM procedure was used in order to obtain an optimum combination
of all the n;; distributions and thus the next estimate of the PMF, using a tolerance
value of 0.001. This PMF surface was extrapolated into unexplored regions by setting
unsampled bins to the maximum value of the sampled bins and then smoothed three times
using Equation 3.9. The umbrella potential for the next simulation was set to the negative
of this PMF estimate and no truncation procedures were employed. Convergence of the
PMF calculations was defined to have been achieved when a single simulation explored
the entire range of the w dihedral angle and the resultant population histogram had a

ratio between the least and most occupied histogram bin of less than 5.

4.2.3 Simulation Conditions

Molecular dynamics simulations were performed using the program CHARMM?22 (version
27b1), with modifications incorporated into the USERE module in order to implement the

one-dimensional adaptive umbrella sampling PMF calculations for the w dihedral angle.
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For the solution simulations, minimised structures of the monosaccharides were each
placed in an equilibrated cube of 512 TIP3P or SPC/E water molecules. Solvent water
molecules that overlapped with the solute molecules were removed and the system was
equilibrated for 500 ps. The solution simulations for both f—D—glucose and S-D-galactose
incorporated one monosaccharide molecule surrounded by 499 TIP3P or SPC/E water
molecules in a cube of length 24.79 A with periodic boundary conditions. This gives a
density of 1.013 g/cm?®, which is the approximate experimental density of an aqueous
glucose solution of this weight percentage. The cube was subjected to minimum image

periodic boundary conditions to eliminate edge effects.

Initial velocities for the atoms were selected at random from a Boltzmann distribution
at 300 K. The molecular dynamics trajectories were integrated as microcanonical (constant
n,V, E) ensembles using a leap—frog Verlet integrator?®® with a 1 fs time step at 300 K.
The non-bonded interactions were truncated using a switching function applied on a
neutral group basis between 10.0 and 12.0 A. The groups corresponded to electrically
neutral collections of atoms in the carbohydrate molecules and entire water molecules for
the solvent. The SHAKE algorithm?® was used to fix the water molecule geometry and

covalent bonds between hydrogen and the heavy atoms.

4.2.4 Normal Mode Analysis

The normal modes for a~D-glucose were calculated for the CSFF and PHLB parameter
sets using the CHARMM program, which diagonalises the mass-weighted Hessian (Section
2.2.2). The a-D-glucose structure for the normal mode calculation was taken from the
neutron—diffraction data of Brown and Levey,''” with subsequent minimisation. Three
stages of Newton-Raphson minimisation were employed: the first with all the hydroxyl
and the hydroxymethyl torsion angles constrained to their experimental configuration,
the second with constraints only on the secondary hydroxyl dihedral angles and the final
with all constraints released. The resultant conformation was closer to that reported in
the crystal structure than one obtained using constraint-free minimisation. Vibrational
frequency assignments were made on the basis of the potential energy distributions for
each mode and used to match the CSFF and PHLB modes. The calculated frequencies

1 276

were compared with the experimental frequencies measured by Dauchez et a using

the vibrational assignments for their calculated normal modes to match frequencies.
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glucose gg gt tg
exp.?3* | 52 41 7
exp.t?* | 53 45
HGFB | 24 27 49
PHLB |8 15 0
CSFF |66 33 1

galactose gg gt tg
exp.'? | 12 56 32
exp.t?5 | 18 61 21
PHIB |13 86 1
CSFF | 4 75 21

Table 4.2: Hydroxymethyl equilibrium conformer populations in S-D-glucose and [-D-
galactose for the HGFB, PHLB and CSFF parameter sets compared to experimental values.

4.3 Results and Discussion

The w PMF profiles calculated for f-D-glucose using the HGFB, PHLB and CSFF pa-
rameter sets in both vacuum and solution are shown in Figure 4.2. Table 4.3 lists the
corresponding conformer populations calculated from the PMF curves (using Equation
3.1).

The w solution PMF for the HGF'B force field clearly indicates that the hydroxymethyl
rotational profile for this force field does not agree with experimental observations: the tg
conformation is lowest in energy in both vacuum and solution. This is further shown to
be the case by the solution equilibrium conformer distribution calculated from the PMF
curve, which is not compatible with experimental populations.

The PHLB parameter set shows a free energy order of gg < gt << tg — a clear im-
provement on the HGFB set. Moreover, the equilibrium distribution calculated from the
PMF profile for S-glucose is gg:gt:tg = 85:15:0. This ratio is in better agreement with
experiment than the HGFB parameter set, although the gg conformation is populated
somewhat more than is generally predicted. However, the energy barriers between con-
formations are 7 to 8 kcal/mol in height, which is more than 10xkT. These high barriers
make it improbable that transitions will occur between the different conformations during
nanosecond room temperature (298K) molecular dynamics simulations. This is illustrated
by the w time series for a f—D—-glucose TIP3P solution simulation (Figure 4.3): a 10 ns
molecular dynamics simulation started from gg maintained this conformation throughout

and equilibrium was not achieved.
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Figure 4.2: p-D—glucose: vacuum (- — —) and TIP3P (—) solution PMF profiles (kcal/mol)
obtained for the hydroxymethyl w dihedral using the three parameter sets: HGFB (top), PHLB
(middle) and CSFF (bottom).
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Figure 4.3: f—D-glucose: times series and statistics from 10 ns MD simulations using the
PHLB (left column) and CSFF (right column) parameter sets. Top: Hydroxymethyl w
dihedral time series plots (PHLB (a) and CSFF (b)). Bottom: Probability distribution
profiles for the w dihedral (PHLB (c) and CSFF (d)).

The CSFF w PMFs are significantly different from the corresponding PHLB profiles.
In the case of glucose (Figure 4.2), the gg conformation is still favoured in solution, though
the relative energies of the gt and tg conformations have been lowered by about 1.5 and
2.0 kcal/mol respectively. The calculated solution equilibrium conformational distribution
of gg:gt:tg ~ 66:33:1 shows a better match with estimates from NMR experiments than
that obtained using the PHLB parameter set. Further, the barriers to rotation about the
hydroxymethyl dihedral have been significantly lowered compared to those from the PHLB
parameter set, which is reflected by the increased frequency of transition seen in Figure 4.3
(b). For the CSFF parameter set, rotation of the hydroxymethyl group takes place on a
nanosecond time scale, in agreement with recent experimental estimates.®!:188 In addition,
a 10 ns simulation of f-D-glucose produced a rotameric distribution of gg:gt:tg ~ 69:31:0
(Figure 4.3), indicating that hydroxymethyl equilibrium populations were achieved in this
time frame.

The w free energy profiles for galactose in water and vacuum (Figure 4.5) show a similar
decrease in the CSFF w rotational barriers compared with those in the PHLB force field.
As with glucose, the lowered barrier heights in CSFF facilitate rotation about the Cs—Cg
hydroxymethyl bond, which results in more rapid equilibration of this group (Figure 4.4).
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Figure 4.4: -D-galactose: times series and statistics from 10 ns MD simulations using the
PHLB (left column) and CSFF (right column) parameter sets. Top: Hydroxymethyl dihedral w
time series plots (PHLB (a) and CSFF (b)). Bottom: Probability distribution profiles for the w
dihedral (PHLB (c) and CSFF (d)).

Calculated population distributions for the galactose PMF curves using these force fields
are both comparable with experimental results (Table 4.3). Though the CSFF parameter
set favours the gt conformation more than is predicted, the relative preference for the tg
conformation over gg compares well with experimental observations. The S-D-galactose
distributions calculated from 10 ns solution simulations (Figure 4.4) are PHLB: gg:gt:tg
~ 1:91:8 and CSFF: gg:gt:tg ~ 6:80:14, indicating that CSFF, in contrast with PHLB,

has in fact achieved equilibrium.

The effect of solvent on the relative sampling of the three different rotamers is revealed
by comparisons of the vacuum and solution PMF profiles. For each of the parameter sets,
the effect of the TIP3P solvent is to raise the energies of the gt and tg conformations
relative to gg, by approximately 1 kcal/mol and 2.5 kcal/mol respectively for the PHLB
and CSFF parameter sets, and 0.5 and 2 kcal/mol for the HGFB case. Solvation thus
favours the gg conformation over gt and the gauche over the trans w conformations. This
accords with quantum mechanical studies of glucose in aqueous solution by Cramer and
Truhlar, where unfavourable solvation of tg was found to destabilise this conformation
relative to gt and gg¢.'%? Destabilisation of the tg conformation is more pronounced for the
glucose PMF calculation performed with the SPC/E water model (Figure 4.6). Though
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Figure 4.5: p-galactose: vacuum (- — —) and TIP3P (—) solution PMF profiles (kcal/mol)
obtained for the hydroxymethyl w dihedral using the PHLB (top) and modified CSFF (bottom)

parameter sets.
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Figure 4.6: f-D-glucose: SPC/E (- — —) and TIP3P ( ) solution PMF profiles (kcal/mol)
obtained for the primary alcohol w dihedral using the CSFF parameter set.

Dihedral Average value (degrees)
05-C1-01-HO1 -63.7
Cl1-C2-02-HO2 62.6
C2-C3-03-HO3 -70.4
C3-C4-04-HO4 81.1
C5-C6 - 06 - HOG 180

Table 4.3: Average values for the glucose hydroxyl dihedral angles obtained from a 10 ns

simulation in TIP3P water.

the gg and gt conformations have the same relative free energies in TIP3P and SPC/E
solution, the tg conformation is 0.5 kcal/mol higher in energy in the SPC/E solution. The
SPC/E water model has very similar atomic charges to the TIP3P water model, but differs
in its geometry, which results in the better reproduction of water structure reported for
this model (Section 2.1.4). As discussed in Section 2.1.4, the SPC/E model also features
stronger water—water interactions, which results in the water—solute interactions being
relatively disfavoured. The fact that the tg conformation is more disfavoured in SPC/E
solution lends weight to the argument that the tg conformation is disfavoured in solution
because it disrupts the three dimensional structure of water.”

The secondary hydroxyls showed increased frequency of rotation for both glucose and
galactose with the new CSFF parameter set. As glucans are the primary subject of this
work, the hydroxyl behaviour in glucose was analysed further. The time series histograms
for the 5-D-glucose hydroxyl groups obtained from the 10 ns CSFF simulation in TIP3P
water are shown in Figure 4.7. The profiles for the O, and O3 hydroxyls are essentially

mirror images of each other. The O, dihedral, though more restricted than O, and Os,
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Figure 4.7: Probability distributions for the glucose H-O-Cx-Cx_1 dihedral angles obtained

from a 10 ns simulation in TIP3P water.
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has a similar distribution. Though these ring hydroxyls are principally in a clockwise
arrangement in solution, there is a significant population of conformations with anti-
clockwise hydroxyl arrangements. This is not the case for the O; dihedral. The least
mobile of the ring hydroxyls, it persists almost exclusively in the clockwise orientation.
This is unexpected, as O1 has greater freedom to rotate than the other ring hydroxyls. Its
relatively fixed conformation is probably the result of very favourable interactions with
water, such as strong single hydrogen bonds and cooperative water bridges to the ring

oxygen and the hydroxymethyl group.

The normal modes of a—D—glucose calculated for both the CSFF and PHLB parameter
sets are reported in Appendix A along with the experimental frequencies?”® and an approx-
imate description of each mode in terms of bond stretches, angle bends and torsion angle
rotations. Both parameter sets show good agreement with observed frequencies. This is
particularly encouraging as the PHLB force field was not specifically parameterised to fit
saccharide vibrational frequencies. The fit with experiment is especially close in the mid—
to low—frequency range. These are the most important modes for a carbohydrate force
field to reproduce, as this is the region of torsional vibrations and complex motions of the
pyranose ring. The normal modes calculated for PHLB and CSFF are similar and are
generally within a few wave numbers of each other. The CSFF force field matches the
experimental frequencies better in the very high frequency region associated with O-H
and C-H stretches. This was achieved by lowering the O-H bond force constant, as men-
tioned earlier. However, it should be noted that these stretches are irrelevant in most MD
simulations as a result of the use of the SHAKE algorithm to constrain bonds involving

hydrogen atoms (see page 45).

Aside from the O-H stretching region, the CSFF and PHLB parameter sets differ most
in the modes associated with the C's—Cg and hydroxyl dihedral angles, as is to be expected.
Encouragingly, CSFF modes in these regions compare better with experiment than do the
PHLB predicted modes. However, both CSFF and PHLB exhibit seven modes in the 1500
to 1800 cm ! region that have no counterparts in the experimental spectra. These modes
involve bond stretches and angle bends for the ring atoms and are a reflection of the high
bond and angle force constants for the ring atoms in the CSFF and PHLB parameter
sets. High force constants were used in the parameterisation of the PHLB force field in

order to avoid the extreme ring flexibility observed for HGFB force field.2!7-277
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4.4 Conclusions

The dihedral angle force constants in the PHLB force field were adjusted to correct the hy-
droxymethyl behaviour and the new Carbohydrate Solution Force Field (CSFF) validated
by calculating potential of mean force profiles in solution and vacuum for S-D-glucose
and S-D-galactose. The PMF profiles confirm that that Molecular Dynamics simulations
using this force field will produce equilibrium population distributions and rotational
frequencies in solution that are consistent with experimental evidence. The rotational
frequency of the secondary hydroxyl groups has also been increased, which should in turn
aid equilibration of these groups in solution. This force field is thus a marked improve-
ment on the PHLB parameter set. In addition, normal modes calculated for a—D-glucose
in vacuum compare favourably with experimental data.

Moreover, as the frequency of the hydroxymethyl rotation has been increased for the
CSFF, the hydroxymethyl group equilibrates faster and equilibrium populations of the
hydroxymethyl conformations are now achievable with nanosecond simulations. This is
necessary for carbohydrate simulations where rotation of the hydroxymethyl is important
for the molecular conformations and dynamics, such as for the PMF calculations reported
in subsequent chapters of this thesis. In addition, the CSFF force field should display
improved equilibration and dynamics for a(1—6)-linked saccharides, such as isomaltose

and dextran. These are molecules are investigated in Chapter 8.
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Chapter 5

The a(1—4) Glycosidic Linkage I:

Linkage Properties

5.1 Introduction

Chapter 4 detailed the adjustments that were made to the PHLB carbohydrate parameter
set to improve the relative conformer populations and rotational dynamics of the hydrox-
ymethyl Cs—Cg bond. Using this new force field, free energy studies of selected glycosidic
linkages are now described, with the principal aim of quantifying the influence of a water
solvent on their conformer population distributions and the rotational dynamics. This
has implications for the conformations and behaviour of polysaccharides in water as well

as the effects of water on carbohydrate glasses.

In this chapter, the subject of investigation is the important Glc-a(1—4)-Glc gly-
cosidic linkage, which is the backbone glycosidic linkage in three abundant biological
storage polysaccharides: amylose, amylopectin and glycogen. Although this linkage has
not been completely characterised, a number of experimental and computational inves-
tigations have provided some insights into its conformation and dynamics. Firstly, the
a(1—4) glycosidic bond in glucans is known to be conformationally restricted compared
to other linkages: adiabatic map calculations of the ¢, ¥ angles in maltose have shown
that only a small domain of ¢, 1 space is energetically accessible to maltose at ordi-
nary temperatures.3*13* Secondly, the o(1—4)-linkage is known to be sensitive to water.
Various experiments have indicated that, when solvated, the maltose glycosidic angle con-
formation shifts from the crystal structure values'®?2! of ¢, = 5°, 13° to conformations
closer to the ¢, 1) = -30,-30 region.3"»42744:47 This finding has been corroborated by molec-

68,72,86,181

ular dynamics simulations and an ab initio study on a model compound for the
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a(1—4)-linkage, 2-methoxytetrahydropyran.'?® The effects of solvation on the a(1—4)—

linkage are of interest not only for solution conformations, but also because of the known

dramatic effect of water on the physical properties of both maltose3”>164:278

6,12-14,278,279

and amylose
glasses.

In addition to interactions with the solvent, there are other factors which may in-
fluence the behaviour of the «(1—4)-linkage. The ezo—cyclic hydroxymethyl group is
thought to affect the rotational dynamics, relaxation behaviour and preferred conforma-
tions of glycosidic linkages in a(1—4)-linked glucans, by both unfavourable steric clashes

and favourable hydrogen bonding interactions.? %

However, the effect of the primary
alcohol on disaccharide conformations has not yet been quantified.®® Moreover, the in-
fluence of adjacent glucose units on the conformational space and relative energy of the
a(1—4)-linkages is unpredictable. Bulky extra units would be expected to restrict the
conformational space, but cooperative intramolecular interactions may contribute to alter-
ing the relative energies of the minima and perhaps fix a polysaccharide into a particular
shape.

This study aims, within the limits of the force field used, to provide a full character-
isation of the a(1—4)—glycosidic linkage, including the effects of aqueous solvation, the
hydroxymethyl group and additional monomers upon its mobility and dynamics. The
behaviour of the a(1—4)-linkage is investigated by free energy studies on three model
carbohydrates — the disaccharides maltose and dixylose and the 4-unit maltotetraose.
The ¢, 1 potential of mean force surfaces for f-maltose and S-dixylose in both vacuum
and solution and maltotetraose in vacuum are presented.

Maltose (4-O-a—~D-glucopyranosyl-D—glucopyranose), shown in Figure 5.1 (a)) is the
simplest conceptual model for the a(1—4) glycosidic linkage in glucans. The effects of
water on the a(1—4)-linkage are to be elucidated by calculation and comparison of the
¢, ¥ PMF surfaces in vacuum and aqueous solution. Dixylose (4-0-«a-D-xylopyranosyl-
a-D-xylopyranose, Figure 5.1 (b)) is a pentose disaccharide analogue of maltose, lacking
the complication of the exo-cyclic hydroxymethyl groups. Although not investigated ex-
perimentally, dixylose has previously been simulated as a convenient model for maltose.
However, here dixylose is investigated as a model for the behaviour of an «(1—4)-linkage
without the hydroxymethyl group. Comparison of PMFs calculated for maltose and dixy-
lose in both vacuum and solution is expected to shed light on the effect of this group on the
preferred conformations of the a(1—4)-linkage. Although both maltose and dixylose have
been investigated previously with partial PMF calculations,®® ¥ this work represents the
first complete ¢, 1 PMFs calculated for maltose and dixylose. In addition, novel one—

dimensional potential of mean force surfaces for rotation around the virtual C;—C} bond
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Figure 5.1: Three-dimensional structures of maltose (a), dixylose (b) and maltotetraose (c),
showing the atomic naming convention used. The inset shows the bonds of rotation for the ¢,

9 and 7 dihedral angles.
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described by the dihedral angle 7 (Section 1.1.2) are calculated from the solution and vac-
uum PMFs for maltose and dixylose. These give a clear one-dimensional representation
of the minima and energy barriers in the ¢, 1» PMFs. Finally, the effect of adjacent glu-
cose residues on the «(1—4)-linkage is clarified by investigation of maltotetraose (Figure
5.1 (c)), a four—unit o(1—4)-linked oligosaccharide. The tetramer calculation was only
carried out in vacuum, because of the extremely long simulations (on the order of tens of
nanoseconds) required in order to ensure that the low—energy regions of the other degrees
of freedom are properly sampled. A calculated PMF in vacuum for the central glycosidic
linkage in maltotetraose is expected to quantify the effect of additional monomers on the
conformational freedom of the central linkage, and thus provide a better estimate of the

a(1—4)-linkage in the amylose polymer.

5.2 Methods

5.2.1 2D ¢, v PMF Calculations

Using the iterative adaptive umbrella sampling method described in Section 3.5, ¢, 9
PMFs were calculated for f—maltose and [—dixylose in vacuum and aqueous solution
and for S—maltotetraose in vacuum only. The f—conformations of these molecules were
simulated as they are expected to be favoured in solution, in accordance with the anomeric
ratio for glucose in water.’** The ¢ and 1 glycosidic linkage dihedral angles in each of
these molecules were defined in Section 1.1.2. In the case of maltotetraose, the PMF was
calculated for only the central glycosidic linkage (as shown in Figure 5.1) and the other
two linkages were allowed to relax freely.

In each case, the 360°x360° umbrella potential surface for the ¢, v dihedral angles was
represented as a two-dimensional grid of points, with a grid separation of 2.5°. Although
in two dimensions a 2.5°x2.5° grid is computationally expensive, too coarse a grid was
found to provide an inadequate estimate of the disaccharide PMF's, particularly in the
steeper barrier regions. At each integration step of a simulation, the biasing potential
energy corresponding to the current ¢, v position was calculated from a cubic spline of
the umbrella energy surface. After each simulation, a two-dimensional ¢, v distribution
histogram was calculated by summing the number of configurations in each 2.5°x2.5° bin
over the production phase of the trajectory. The WHAM procedure was then applied,
using a tolerance value of 0.001, to obtain an optimum combination of all the simulations
distributions and thus the next estimate of the PMF. This PMF surface was extrapolated

into unexplored regions by setting unsampled bins to the maximum value of the sampled
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bins, treating the border regions as described in Section 3.4. The resultant PMF surface
was smoothed three times using Equation 3.9. Subsequently, regions in the 2D ¢, vy PMF
associated with high—energy steric clashes of the atoms were removed. This was done by
setting any bin in the PMF with an energy value greater than a predetermined cut—off of
20 kcal/mol to the cutoff value. The umbrella potential for the next simulation was set
to the negative of this PMF estimate.

In each umbrella simulation, an equilibration period of 500 ps was followed by a data
collection period used to obtain the ¢, 1 distribution histogram. The data collection phase
was in the range of 1 to 10 ns for the disaccharides, in order to allow the hydroxymethyl
groups to equilibrate. The increased frequency of rotation for the hydroxymethyl in
the CSFF force field facilitated calculation of the PMFs, as the PHLB force field would
require much longer simulation times for in order to achieve equilibrium populations of
the hydroxymethyl groups. In the case of maltotetraose, simulations had to be extended
to up to 20 ns in order to achieve full sampling of the non-central ¢, 1) angles.

Successive simulations in a series were gradually run for longer periods as the PMF
estimates improved and more of the phase space was explored. The first simulation in
each series was started from a minimised and equilibrated coordinate set and performed
with a flat umbrella potential surface. Subsequent simulations were begun from the final
conformation of the previous simulation, to facilitate gradual exploration of the whole
of conformational space. After every 8 simulations, the next simulation was begun from
the original starting configuration, but with the velocities reassigned. Convergence of
the whole adaptive umbrella sampling procedure was defined to occur when, for a single
simulation, every bin £ in n;; in the ¢, ¢ range of interest was occupied at least once.
Up to 200 simulations were used to obtain the final PMF, but at any time not more
than the latest 50 distributions were used to estimate the next PMF'; earlier simulations
were gradually discarded as new, more extensive distributions were produced. A total
of approximately 500 ns of simulation time was required to produce each of the final
PMF surfaces. This is considerably more than in the previous partial PMF calculation
for dixylose (8.7 ns).3? For convergence of the disaccharide PMF calculations in solution,
approximately 4 months of CPU time were required, using simulations run in parallel on
eight 900 MHz Pentium II processors of a Beowulf PC cluster.

Equilibrium ¢, 1 populations were obtained from the calculated PMF curves using
the relation P = e #7. One-dimensional PMFs for the 1 angle only were calculated by
adding all the equilibrium ¢ 1 populations to obtain the total population for a particular
value of ¥. From the resultant v population histogram, a PMF was calculated. The

forces required to overcome a barrier could be obtained from this curve from the negative
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Figure 5.2: Diagram of the relationship between the 7 and ¢ and 1 dihedral angles (7 = ¢+1)).

of the maximum slope of the barrier (using F' = —g—g). In addition, novel 1D 7 PMFs
were calculated from the ¢, 1» PMFs by a simple procedure. As the value of the 7 dihedral
angle is simply a sum of ¢ and 1, the population of a particular 7 point is obtained by
summing all the contributing ¢, v populations. This is illustrated in Figure 5.2 — the
¢, ¥ histogram bins corresponding to grid points falling on the diagonal line representing
a particular 7 bin are summed to produce the 7 population. The 7 PMF can then be

calculated from the normalised 7 population distribution.

5.2.2 Adiabatic Map Calculation

A relaxed adiabatic ¢, ¢ map for S—maltose was calculated for comparison with the
vacuum and solution PMF maps, on a 5° x 5° grid using the method described in Section
2.2.1. At each point in ¢, space, all other degrees of freedom were relaxed by energy
minimisation. In addition, for each ¢, ¥ conformation, clockwise and anti-—clockwise
arrangements of the secondary hydroxyls and three orientations of the primary hydroxyl
(tg, gg or gt) were considered. For each analysed structure, the steepest descent method
was used for 500 steps of initial minimisation, followed by up to 2000 steps of conjugate

gradients minimisation.
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5.2.3 Simulation Conditions

Molecular dynamics simulations were performed using the program CHARMM?*?? (version
27b1), with modifications incorporated into the USERE module in order to implement the
two-dimensional adaptive umbrella sampling PMF calculations. The CSFF parameter set
(Chapter 4) for the CHARMM force field was used to model the carbohydrate molecules
in all the simulations. The TIP3P model was used to represent water.

For the solution simulations, minimised structures of the disaccharides were each
placed in an equilibrated cube of 512 TIP3P water molecules. Solvent water molecules
that overlapped with the solute molecules were removed and the system was equilibrated
for 500 ps. The solution simulations for f—maltose and [-dixylose employed one disac-
charide molecule surrounded by 489 TIP3P water molecules?®® in a cube of length 24.64
A (maltose) and 24.53 A (dixylose). This gives a density of 1.013 g/cm?, which is the
approximate experimental density of an aqueous maltose solution of this weight percent-
age (2.2%). The cube was subjected to minimum image periodic boundary conditions to
eliminate edge effects.

Initial velocities for the atoms were selected at random from a Boltzmann distribution
at 300 K. All simulations were performed in the canonical ensemble (constant n,V,T),
using stochastic Langevin dynamics with a frictional coefficient of 62.5 to maintain a
constant temperature of 300 K. The equations of motion were integrated using a Leap-Frog
Verlet integrator?>® with a step size of 1 fs. The SHAKE algorithm?®® was used to fix the
length of bonds involving hydrogen atoms and the water molecule geometry throughout
each simulation. Non-bonded interactions were truncated using a switching function
applied on a neutral group basis between 10.0 and 12.0 A. The groups corresponded
to electrically neutral collections of atoms in the carbohydrate molecules and entire water

molecules for the solvent.

5.3 Results and Discussion

5.3.1 Solvent Effects: Maltose

Contoured plots of the calculated ¢, ¥ adiabatic map and the PMF energy surfaces
for f—maltose are shown in the left column of Figure 5.3. As expected, the principal
features of the various maltose energy landscapes are similar. All the energy surfaces are
characterised by two principal valleys, whose general location is consistent with published

35,57,72,82,83,

adiabatic maps for maltose. 135,148,280 = Ag the ¢ angle is considerably more

restricted than the v angle, these valleys can be defined approximately as ) = 0° (marked
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Figure 5.3: Contoured ¢, 9 energy surfaces for maltose (left column) and dixylose (right col-
umn). (a): maltose adiabatic map (b) and (d): vacuum PMF surfaces for maltose and dixylose
respectively (c) and (e): PMF surfaces in TIP3P solution for maltose and dixylose respectively.
Contours are at 1 kcal/mol intervals above the global energy minimum, to a maximum of 12

kcal/mol. The first contour at 1 kcal/mol is dashed.
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Maltose Dixylose
Vacuum Solution Vacuum Solution
Global minimum (¢, ¥) | (-22.5,-25.0) (-47.5,-35.0) | (-37.5,-22.5) (-50,-25)
AG (A—E) 4 3 6 5
AG (A—X) 10 8 11 9
AG (A—Y) 15 12 8 6
AG (E—X) 6 6 6
AG (E—Y) 11 9 2 2

Table 5.1: Location of the global minimum and approximate free energy differences (in
kcal/mol) for transitions between the A— and E-minima and the X— and Y-barrier regions

on the maltose and dixylose ¢, ¥ potential of mean force surfaces in vacuum and solution.

A on the maltose vacuum PMF) and ¢ = 180° (E). The global minimum is in all cases
found within the A—valley (see Table 5.1). However, although the adiabatic map global
minimum energy conformation at ¢, ¥ =-23.90, -21.79 is close to the vacuum PMF global
minimum at ¢, 1) =-22.5, -25.0, in solution the global minimum shifts to -47.5, -35.0. The

19,21,22

maltose crystal structure is located in the region indicated by C and the lowest

energy saddle points of the barriers separating the A— and E-well are labelled X and Y.
The slight differences apparent between the adiabatic map (5.3 (a)) and vacuum PMF

surface (5.3 (b)) can be attributed to the following factors. Firstly, the more exhaustive
umbrella sampling procedure is likely to locate minimum energy conformations not dis-
covered by the adiabatic map procedure. This is clearly the case in the areas where the
vacuum PMF surface is obviously smoother than the adiabatic map. It also occurs in
the ¢, = -70,-70 region of the map, where a stabilising O4-Os hydrogen bond was not
located by the adiabatic map procedure. Secondly, the maps will differ where entropy, in
the form of molecular flexibility, makes a contribution to the free energy. This appears to
occur in both the A— and E-wells, which, though maintaining the same relative energies,

are broadened in the vacuum PMF as compared to the adiabatic map.

In vacuum, disaccharide conformations can be stabilised by both intraresidue hydrogen
bonds involving hydroxyl groups on the same pyranose ring as well as interresidue hydro-
gen bonds between hydroxyls on different rings. Intraresidue hydrogen bonds around a
pyranose ring typically require suboptimal angles for the hydrogen bonds of between 100°
to 130°. Therefore, interresidue hydrogen bonds are expected to be more energetically
favourable as the hydroxyls are relatively free to align in an ideal configuration. In the

A— and E—well conformations, both of these types of hydrogen bond occur, examples of
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(b)

(©)

Figure 5.4: Examples of minimum energy configurations for maltose in vacuum. Stabilising
intramolecular hydrogen bonds are shown with dashed lines. (a): A-well conformation (¢, =
-25 °,-25°). (b): E-well conformation (¢,7 = -35°,-170°). (c): X saddle-point conformation
(6, = -35°,-115°).
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Figure 5.5: Example of a maltose conformation from the Y—barrier region, showing the relatively

few numbers of intramolecular hydrogen bonds.

which are shown in Figure 5.4. In the A-region, two interresidue hydrogen bonds can
form simultaneously: one between the Oy and O} hydroxyls and the other between Og
and Og. Distance constraints mean that conformations from the E-region can form only
one interresidue hydrogen bond at a time, which can be either an Oy-Of or an O;-Oy
interaction. Both of these regions are also entropically favoured, as the hydrogen bonds
may alternate as to which are the donor and acceptor hydroxyls and may have a number
of energetically similar configurations. In contrast, the C region, though able to form
two interresidue hydrogen bonds, is disfavoured by entropic factors, as was found for the
partial maltose vacuum PMF calculated by Brady and coworkers.®®

Judging from the difference in the relative heights of the X— and Y-barriers (= 5
kcal/mol, Table 5.1), transition between the A- and E-minima in vacuum is expected
to occur chiefly via the saddle point at X. This assumption is corroborated by the forces
required to bring about transition, as calculated from the maximum slopes of these hills
in the one-dimensional ¥-only PMF shown in Figure 5.7. Rotation of the ¢/ dihedral angle
from the A— to the E-well via the X—barrier requires 0.12 kcal.mol~!.degree~! compared
to 0.14 kcal.mol !.degree ! for Y. The energetic difference between the X— and Y-barriers
can be explained as follows. Although both of these routes involve some degree of steric
clash between atoms, maltose conformations from the saddle point at X can be stabilised
by a single intraresidue hydrogen bond between Os and O} (Figure 5.4 (c)). However,
in conformations corresponding to the Y-barrier (Figure 5.5), steric clashes between the
non-reducing ring and the bulky hydroxymethyl group on the reducing ring prohibit a
similar bond between Os and Og. In addition, steric clashes also prevent the Of hydroxyl

from forming any stabilising intramolecular hydrogen bonds, such as an Oy—OYf interaction.
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Maltose Maltotetraose Dixylose
Vacuum Solution Vacuum Vacuum Solution
A-well region (%) | 99.52 98.93 99.77 99.96 99.96
E—well region (%) 0.48 1.06 0.23 0.04 0.04

Table 5.2: Comparison of the relative populations at 300K of the A-well ()= 0°) and E-well

(1= 180°) valley regions calculated from the maltose, maltotetraose and dixylose PMFs.

Thus, steric clashes combined with the absence of intermolecular hydrogen bonds in the

Y-conformations account for the height of this energy barrier in vacuum.

The influence of water on the preferred conformations of the a(1—4)-linkage is ap-
parent in a comparison of the vacuum and solution PMFs for maltose, shown in Figure
5.3 (b) and (c) respectively. Aqueous solvation affects both the relative energies of the
two minimum energy wells and barrier heights between them, as listed in Table 5.1. The
energy difference between the A— and E—wells is lowered by approximately 1 kcal/mol (see
Table 5.1). This has the result that the population of anti (1)=180°) conformers doubles in
solution as compared to vacuum (Figure 5.6 (b) and Table 5.2). Moreover, as the heights
of the X- and Y-barriers are lowered, transition between the A— and E-wells becomes
more probable in aqueous solution. A further effect of the water solvent is to broaden
and extend the A—well toward more negative ¢, values, away from the C conformation.
This change is demonstrated by the v population histograms for the A region at 300K
(Figure 5.6 (a)): the solution histogram is broader with a median at )=-35, in contrast
to the solution value of 1)=-25. This is consistent with various experimental3!>42* and

68,72,159

molecular dynamics simulation studies, which found similar shifts in the maltose

¢, 1) populations upon solvation.

The -only PMFs shown in Figure 5.7 give an impression of the effect of solution
on the maltose conformations. However, the influence of solution is perhaps clearer in
the one—dimensional representation of the ¢, 1» PMFS given by the 7 PMFs (Figure
5.9). Figure 5.8 illustrates how the 7 PMF relate to the ¢, v» PMFs. Unlike 1, each
value of the 7 dihedral angle represents a particular total conformation of the glycosidic
linkage. Therefore, this torsion angle is more useful for extrapolation to oligosaccharide
conformations. In addition, as each 7 angle represents a particular orientation of the
glycosidic linkage, where multiple minima are not present this graph provides a good
estimate of the minimum energy path for rotation. In the case of maltose, the 7 plots
are particularly useful because the energy surface is almost one-dimensional: the ¢ angle

is so restricted that a particular 7 value corresponds to only one ¢, ¥ minimum region.
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Figure 5.6: Normalised equilibrium populations of the maltose ¢ dihedral in vacuum and
solution at 300K in (a): the A—well and (b): the E—well.
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12
10
3 vacuum -----
W TIP3P —
6
4
2

Figure 5.7: One-dimensional ¢p PMFs calculated for maltose in vacuum and TIP3P solution.
The curves are shown relative to their global energy minima, with the energy in kcal/mol.
Regions corresponding to the A— and E—wells and the X- and Y-barriers on the ¢, 9 map are

indicated.

The only real exception to this are the X— and Y-barriers, both of which in the 7 graph
incorporate lower energy regions e.g. the 60° to 90° 7 range encompasses the top of
the C-region as well as the Y-barrier. Thus, these barriers in the 7 graphs appear to
be lower than they actually are. The 7 PMFs show a lowering of almost the entire 7
region, excepting the upper A— and C-regions. The A-region corresponds to left—-handed
helical conformations, whereas the C—region results in right—-handed helices. The A—well
is dramatically broadened toward more negative 7 values in solution, with the minimum
shifting from around 7 = —50 to 7 = —90. In an «(1—4)-linked oligosaccharide, this
corresponds to a change from seven glycosidic linkages required for a full 360° helical turn

to only four linkages.

The effect of aqueous solution can be explained by the fact that the water molecules
provide alternative hydrogen-bonding partners for the sugar hydroxyl groups. A multi-
tude of hydrogen bonding arrangements between water molecules and a sugar solute are
possible. For example, water molecules can form “bridging” hydrogen bonds between two
sugar hydroxyls, as shown in Figure 5.11. However, more complicated stabilising net-
works of hydrogen bonds involving chains of interactions between two to five molecules
were found to be more common. The presence of water thus reduces the enthalpic ad-
vantage of the vacuum intramolecular and, particularly, interresidue hydrogen bonds.
Favourable interactions between the solution and solute molecules have the effect of low-

ering the relative energy of maltose conformations that are unable to form interresidue
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Figure 5.8: Diagram of the relation between the maltose 2D ¢, 1 PMF and the 1D 7 PMFs.
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-100 0 100

Figure 5.9: PMF surfaces for 7 dihedral in maltose obtained from the ¢, 1) populations. The
graphs are shown relative to their global energy minima, with the energy in kcal/mol. Regions

corresponding to the A— and E—wells and the X— and Y—barriers on the ¢, ¥ map are labelled.

Figure 5.10: PMF surfaces for 7 dihedral in dixylose obtained from the ¢, 9 populations. The
graphs are shown relative to their global energy minima, with the energy in kcal/mol. Regions
corresponding to the A, B, C, D and E-wells and the X— and Y-barriers on the ¢, 9 map are
labelled.
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Figure 5.11: Snapshot from an MD simulation, showing maltose in an E-well conformation
(¢ = —43°,4 = —162°), with a water molecule bridging between the Of hydroxyl (in the gg
conformation) and the Oy hydroxyl.

hydrogen bonds. As the A— and C-well configurations are stabilised with two intraresidue
hydrogen bonds compared to one in both the E-well and X-saddle point and none for
the Y-saddle point, the addition of water as a solvent results in a change in the relative
energies of these regions. This has the result that the A-well broadens toward confor-
mations that have a greater separation of the primary alcohols. In addition the A-well
becomes shallower in solution relative to the E-well as well as the X— and Y-saddle points
(Table 5.1). This reasoning also explains why the energy required for a E—X transition
is unaffected by solvation, whereas the E—Y barrier lowered. As discussed earlier, the E—
and X-regions have approximately the same potential to form internal hydrogen bonds
and are therefore affected similarly by solution. However, the Y-conformation can form
relatively few intermolecular hydrogen-bonding interactions and thus gains the greatest
energetic advantage in solution. This translates to an increase in energy of 2 kcal /mol for
the A—well and 1 kcal/mol for the E- and X-regions relative to the Y-barrier.

The increase in the flexibility and range of motion for the a(1—4)-linkage in maltose
provides an explanation for the effect of water on the glass transition temperature: T,
lowering of maltose glasses in the presence of water can be explained not only by disruption
of the hydrogen bond network between maltose molecules,3” but also by the increased
mobility of maltose. In addition, the flattening of the maltose PMF in solution and
the change in the relative energy of the minima has implications for the structure and

dynamics of a(1—4)-linked oligo— and polysaccharides: by increasing the range of motion
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Figure 5.12: Contoured ¢, 1 free energy surface for maltotetraose in vacuum. Contours appear

at 1 kcal/mol intervals above the global energy minimum. The first contour at 1 kcal/mol is

dashed. Contours higher than 12 kcal/mol are not shown.

of the glycosidic linkage, solvation should result in a more flexible oligosaccharide chain,

with a wider range of low—energy conformations.

5.3.2 Chain Length Effects: Maltotetraose

The maltotetraose vacuum PMF (Figure 5.12) gives an indication of the effect of con-
tiguous glucose monomers on the a(1—4)-linkage. The principal change compared to the
maltose PMF is that the A-well has narrowed slightly. A-well conformations in maltote-
traose correspond to a curved section of a helix, as shown in Figure 5.1 (c¢). The narrowing
of the A—well is brought about by the series of intraresidue OO} hydrogen—bonds that
occur in this conformation, which amplify the strength of the interaction. Hydrogen
bonds of this sort are known to occur in crystal structures of cyclodextrins. However,
despite this, the relative energies of the A— and E—wells are unaffected by the additional
monomers in maltotetraose. As the maltose and maltotetraose PMFS are so similar, one
can conclude that there are no dominant interactions affecting the «(1—4)-linkage in
maltotetraose that are not present in maltose. Therefore, it seems that as far as mal-
totetraose is concerned, the maltose dimer is an adequate model of the a(1—4)-linkage
and that the left-handed helical structure proposed for amylose is correct.'®151:152 The
implications of these PMF's for the conformation and dynamics of amylose are explored

in more detail in Chapter 6.
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Figure 5.13: The previously calculated partial ¢, » PMF for dixylose in solution, reproduced
from Naidoo and Brady.®® Energy minima are shown at 1 kcal/mol intervals above the global
minimum at ¢, =-37°, 52°.

5.3.3 Effect of the Primary Alcohol: Dixylose versus Maltose

Comparison of the vacuum PMFs for maltose and dixylose (Figures 5.3 (b) and (d) respec-
tively) clarifies the contribution of the hydroxymethyl to the configurational free energy of
the maltose disaccharide. Removal of the primary alcohol lowers the energy of the C—well
and creates a new minimum region marked D. In addition, the energy of the E-minimum
is raised. The effect is most apparent in a comparison of the 7 vacuum PMF's for dixylose
(Figure 5.10) and maltose (Figure 5.9). The A—well broadens into the D region (¢, ¥ =~
-40,40) in dixylose because of the absence of the steric repulsions between hydroxymethyl
groups that increase the energy of this area in maltose. This also explains the slight
lowering in energy of the C—well (¢, = 30,30). The general A-B—C-D region in dixy-
lose predominates in vacuum because of a stabilising interresidue OO hydrogen bond,
which is particularly favourable in the A—well global minimum region. Dixylose lacks the
potential for interresidue stabilising bonds when it is in the anti (»=180°) conformation,
with the result that in vacuum the energy of the E-well is raised with respect to the
A—well. However, in comparison to maltose, removal of the hydroxymethyls lowers the
Y -barrier in vacuum by 7 kcal/mol (Table 5.1). This considerable change comes about
because the steric clash that occurs between the hydroxymethyl groups on this pathway
in maltose is absent in dixylose. In contrast, the X route is slightly raised in energy.
Therefore, in dixylose, transitions between the A— and E-wells are likely to occur via the
Y-barrier — the opposite situation to maltose.

The solution PMF for f-dixylose (Figure 5.3 (e)) is similar to the partial PMF pre-
viously calculated by Naidoo and Brady (shown in Figure 5.13).%° However, the global
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minimum appears within the B—well in their PMF map and the C—well is rather more
favoured in solution than is the case here. The effects of solution on the xylose confor-
mations predominating in the minimum energy wells have been discussed in detail in the
Naidoo and Brady dixylose study. Although some of their work is repeated here, the focus

is specifically on a comparison of maltose and dixylose.

Aqueous solution lowers the energy of the D-region and raises the energy of the B—
and C-regions for dixylose, as can be seen in a comparison of the solution and vacuum 7
PMFs (Figure 5.10). The change in the glycosidic linkage energy surface is principally a
result of the hydrophobic effect. Removal of the hydroxymethyl group and its replacement
with a hydrogen atom results in a hydrophobic site where previously it was hydrophilic.
Conformations which result in close proximity of the two pairs of hydrophobic Hj, H}
atoms are favoured over those which separate them. Therefore, the C— and B-regions,
which both separate the Hs and H hydrogens more than the D—and A-regions, are raised
in energy in solution. As part of the same effect, the global energy minimum moves from
the A—well to the D—well in solution. The 1 kcal/mol energy drop in the D—well is due to
the fact that this conformation brings the hydrophobic hydrogens into closest proximity,
while maintaining the O,—0} hydrogen bond. The ¢ rotation in moving from A to B or
D to C moves these hydrogens further apart, while the 1 rotation in going from A to
D brings them closer together. As in maltose, the energy of the E-well is lowered with
respect to the A-well in solution. This is due once more to favourable hydrogen bonding
interactions with the solvent. The X barrier is raised for the same reason. In addition,
the Y barrier is lowered further because of a favourable hydrophobic arrangement of the
H{ hydrogens with H;.

Comparison of the 7 PMFs of maltose and dixylose (Figures 5.9 and 5.10) also gives a
general impression of the differences between these molecules. The E-region is obviously
considerably less favoured in dixylose than in maltose. In addition, the A-region is affected
quite differently by solvation in these two molecules. Conformations taken exclusively from
the C— or D-regions would result in a dixylose polymer forming a broad, right-handed
helix, while the A— and B-regions correspond to a left-handed helix. In maltose, it is
clear that the A-conformations dominate in both vacuum and solution. However, as these
conformations are close in energy for dixylose (particularly in solution), a mixture of these
angles is likely to occur in a dixylose polysaccharide. Therefore, a dixylose polymer seems

to be less likely to form a regular, identifiable secondary structure than is amylose.
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5.4 Conclusions

Adaptive umbrella sampling used together with the Weighted Histogram Analysis Method
has enabled calculation of the first vacuum and solution PMFs for maltose and dixylose
that cover all of the low energy regions of ¢, 1) phase space. These PMF's allowed for
a quantitative analysis of the effects of water, the hydroxymethyl groups and additional
pyranose rings on thea(1—4)-linkage. In addition, the one-dimensional approximation
of the glycosidic linkages provided by the 7 PMFs was found to be useful for providing
an overall picture of a glycosidic linkage conformation.

In maltose, aqueous solvation broadens the range of low-energy structures, lowers
the transition barriers between the two minima and thus flattens the PMF surface. In
addition, the relative energies of the syn and ant: minima are altered, so that ant: confor-
mations of the «(1—4)-linkage are likely to be more prevalent in solution than previously
thought. This has implications for the physical properties and dynamics of the amylose
polysaccharide, as the E—well is narrower and more restricted than the A—well. From
the broadening of the A—well, one can predict that the amylose polymer forms extended,
left—-handed helices in solution, interrupted by occasional anti conformations.

Comparison of the maltotetraose PMF in vacuum with the maltose PMF leads to the
conclusion that the extra glucose units in this molecule does not affect the PMF surface for
the a(1—4)-linkage dramatically. This suggests that maltose is therefore a valid model
for the o(1—4)-linkage in oligo— and polysaccharides.

The favoured conformations of dixylose in solution are principally determined by hy-
drophobic interactions, in contrast to the hydrophilic interactions that predominate in
maltose. When the hydroxymethyl is not present, the central minimum region resolves
into two narrow energy wells in solution and the E-well is less populated. The fact that
dixylose in solution shows two minima of almost equal energy in the central region (where
maltose has only one broad minimum) implies that polymers comprising repeat units of

dixylose should have a less regular conformation in solution than malto—oligomers.
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Chapter 6

The a(1—4) Glycosidic Linkage II:

Oligosaccharide Properties

6.1 Introduction

The two-dimensional ¢, 1 potential of mean force surfaces for the a(1—4)-linkages dis-
cussed in Chapter 5 have implications for the preferred conformations and dynamics of
a(1—4)-linked polysaccharides. In this chapter, investigation of the a(1—4)-linkage is
extended to its effect on the conformation and dynamics of oligosaccharide strands. The
backbone glycosidic linkages comprise the principal degrees of freedom in a polysaccha-
ride. If these linkages function independently of each other, ¢, 1» PMFs calculated for the
corresponding disaccharide(s) are sufficient to establish the average conformations and
dynamics for oligo— and polysaccharide chains. Even if successive linkages are not com-
pletely independent (as is likely to be the case), the dimer PMFs should nevertheless still
provide valuable insight into the structural and dynamic properties of the polysaccharides.

Amylose, one of the two polymeric components of starch, consists exclusively of
a(1—4)-linkages. As discussed in Chapter 1, many problems have been encountered
with the experimental determination of the three—dimensional structure of polysaccha-
rides in both solution and the solid state. Amylose is no exception: despite being one of
the first carbohydrates to be investigated, its conformation in different environments has
not yet been satisfactorily determined.

Biologically, starch forms compact, microscopic granules that vary in their shape,
size, composition and mechanical properties according to their origin. Starch granules
are composed of a mixture of amylose and its «(1—6) branched partner, amylopectin.

Cross-sections of the granules (Figure 6.1) show concentric rings of alternating crystalline
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Figure 6.1: A diagram of the structure of a starch granule.

lamella (mostly amylopectin) and amorphous regions (containing the branch points of

amylopectin plus amorphous amylose).28!

Pure amylose adopts various helical forms in the solid state. These forms, designated
A, B and V, have periodicities of 5-7 residues. V-amylose is the only fully characterised
crystalline form.'>!" It is a single-stranded, left-handed helix with 6-glucose units per
turn and a helical pitch of 7.91 to 8.17 A. This helix has a central channel that is able
to include molecules such as “iodine blue” used in the well-known test for starch. In the
hydrated form of V—amylose (V 4), disordered water molecules occupy the central cavity.
Other helical forms of amylose are not well characterised and their helical parameters
differ, with helical repeats of 6 to 8 units being the most common.?? Within starch
granules, amylose chains are folded into the double-helical A (mostly in cereals) and B
(mostly in tubers) conformations. These two forms are similar: they have an increased
axial spacing compared to V, with no central channel and they differ principally in their
packing arrangement and water content. In the A-type, the double helices are closely
packed, probably without water molecules, whereas in the B-type the packing is more
open and water molecules fill the spaces.!®? X-ray diffraction studies indicate that these

forms both have 6 x 2 glucose residues per turn and are either left—-handed!%: 151,152,283

d?®* double helices with intertwined chains. To further complicate the

or right-hande
issue, a single—crystal X-ray study of an amylose—type oligosaccharide, the complex (p—
nitrophenyl a—maltohexaoside)s - Ba(l3), - 27H50, revealed an anti—parallel left—handed

double helix that has no resemblance to A—, B~ or V-amylose.!®!:1%2

A variety of theoretical and experimental studies have suggested two possible struc-

tures for amylose in a neutral aqueous solution: either a random coil!33 154,158,193

or an
“interrupted helix”.?85 Though similar macroscopically, these two models differ in that an
interrupted helix has short range order that is absent in the random coil. The suggested

structure of the interrupted helix comprises a combination of loose, helical sections, each

98



Chapter 6. The a(1—4) Glycosidic Linkage II: Oligosaccharide Properties

nm

200 /
175 1\

! 150 //
£ 0 250 500 pt
c
o] | l 1
o~

T T

0 250 500 750 1000 1250 1500
Force (pN)

Figure 6.2: The force-extension curve for carboxymethylamylose, reproduced from Marszalek
et al.>3 The inset shows the a—D-glucopyranose ring and the transition region at high resolution,

with the arrow indicating the start of the deformation region.

containing about 100 glucose units, which alternate with short, flexible, random coil seg-
ments.?®> In contrast, amylose in dimethylsulfoxide (DMSO) solution seems to have a
more regularly helical conformation.!®® 2% The conformational change from a tight helix
to a random coil proposed to occur when amylose is moved from DMSO to an aque-
ous solution has been assumed to reflect changes in the torsion angles of the glycosidic
linkages.32 158

The characteristic motions of an amylose chain determine the relaxation behaviour
of this molecule and hence the response of an amylose—containing material to external
stresses. In the solid state, gradual structural relaxations are thought to cause the physical
ageing of amylose, which results in brittleness.®*! The ageing process can be reversed by
heating starch in the presence of water. Water molecules are thought to facilitate dynamic
transitions, a process which would also explain the effect it has of plasticising amyloses
glasses and hence lowering the glass transition temperature.®1'~* The pronounced effect
of water on the physical properties of starch—based materials hinders the otherwise feasible
use of high—amylose starch as a cheap and biodegradable plastic.5®

The dynamic behaviour of amylose and a(1—4)-linked oligomers are not well char-
acterised experimentally and the molecular origin of the macroscopic physical properties
of amylose glasses remains to be elucidated. Indirect evidence for the range of possi-
ble dynamic transitions for amylose strands in solution is given by the force—extension
relationship explored by Atomic Force Microscopy stretching experiments.5%5%121 The
force—extension curve for a single molecule of carboxymethylamylose recently reported by

Marszalek et al. is shown in Figure 6.2.°> This curve has a characteristic shape, with
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four identifiable regions. These regions roughly correspond to the number of different
structural processes occurring. In first stage, at forces below ~ 50 pN, the curve rises
steeply. The second stage, between 50 and 200 pN, shows a flatter slope and hence lower
elasticity, which ends with an abrupt increase in slope at around 200 pN. This is shown by
the arrow on the inset in Figure 6.2. The slope flattens again at 350 pN, where the final
stage of low elasticity begins. This curve has been interpreted as follows. The first stage is
associated with rapid elongation of the carboxymethylamylose polymer. This elongation
slows in the second stage as the extension of the molecule approaches its contour length.
Then, a sudden onset of concerted chair—to—boat transitions in the pyranose rings results
in the increase in elasticity at the third stage. This continues until all the rings have
converted to the boat conformation. The final stage, with its greatly reduced elasticity,
involves deformations of the rings and bending of the glycosidic linkages.

The chair-to-boat conformational changes of the pyranose ring on stretching were a
surprising idea at first, as boat conformations are not typically seen in crystal structures.
The transition has been postulated to occur as a result of a torque produced by the axial
glycosidic bonds on stretching, as the number of transitions in the force-extension curves
of pyranose polymers with 1-4 linkages is correlated with the number of glycosidic bonds

in the axial conformation.'??

As discussed in Section 1.1.1, calculations have shown that,
when O is in the a—configuration, the O;-0O, distance is longer in the boat (= 5.6 A) than
in the chair conformation( ~ 4.6 A).!® A chair-to-boat transition is therefore a plausible
response to stretching of the pyranose ring. Indeed, MD stretching simulations of 16—
unit oligomers have shown chair-to-boat transitions to occur in the a-linked amylose
but not in the S-linked cellulose.!?® However, these simulations required the v angles
to be constrained in the anti—parallel conformation in order to produce a shoulder in
the stretching curve similar to that seen in experiment. Constraining the 1 dihedral
angles was justified by an assumption that previously unaccounted—for bulky or charged
side groups caused steric hindrance and thus favoured the anti conformation.'?® Further
corroboration for the chair-to-boat mechanism was provided by experiments that showed
the characteristic transitions in amylose and pectin to be absent after oxidative cleavage
of the rings with periodate.!?!

This chapter aims to establish the preferred conformations and characteristic dynam-
ics of a(1—4)-linked glucans. To some extent, the preferred conformation of amylose
in solution and vacuum can be determined from the maltose ¢, 1) PMFs presented in
the previous chapter. Therefore, as a first step, the average conformation of an amylose
polymer strand in vacuum and solution is estimated from the ¢, 1» PMFs. The influence

of the a(1—4) glycosidic linkage on the average conformation and dynamic behaviour of
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Figure 6.3: Three-dimensional structure of the maltohexaose oligosaccharide, showing the gly-
cosidic linkage dihedral angles and the 0104 end—to—end distance (r). The glycosidic linkages

are numbered from the nonreducing and to the reducing and of the chain.

a(1—4)-linked oligosaccharides is then further explored by calculation of the end-to—end
distance (r) PMF for a 6-unit amylose oligomer (maltohexaose) in vacuum. Current
computational restrictions precluded the calculation of an end—to—end PMF in solution.
The PMF calculation compresses and elongates the oligomer chain, with the result that
all configurations corresponding to the various chain lengths are explored. Although six
glucose units correspond to a relatively short strand, maltohexaose molecules have been
shown to reproduce the relaxation behaviour of the amylose polysaccharide.®® Finally,
the dynamic processes occurring in amylose under strain are investigated using simulated
force-ramp AFM experiments on an 18—unit amylose strand. An 18-unit strand cor-
responds to three helical turns in amylose. These studies should help to establish the

validity of dimer model for the glycosidic linkage conformations in a carbohydrate chain.

6.2 Methods

6.2.1 Chain Conformations

The minimum-energy helical conformations predicted by the maltose PMF for an o(1—4)—
linked oligosaccharide in solution and vacuum were investigated by constructing two
maltododecaose molecules with ¢, 1 values corresponding to the global minimum energy

A—well conformations in vacuum and solution respectively. The structures were minimised
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with the glycosidic linkages constrained to the assigned values, using 500 cycles of “steep-
est descents” minimisation followed by 2000 cycles of “conjugate-gradients” minimisation.
In addition, the average chain conformation for a 300 unit amylose polysaccharide was
estimated by random assignment of the values of ¢, ¥ angle pairs in accordance with the

population distribution calculated from the maltose solution PMF.

6.2.2 End-to—End PMF Calculations

A one-dimensional end-to—end PMF for a 6-unit S-maltohexaose molecule was computed
as described in Section 3.5. The end-to-end distance for this molecule was defined as
that from the O; on the reducing end of the strand to the O, on the non-reducing end,
as shown in Figure 6.3.

In each case, the one-dimensional umbrella potential surface for the end-to-end dis-
tance was represented a grid of points, with a grid separation of 0.25 A. At each inte-
gration step of a simulation, the biasing potential energy to be applied to the ends of
the molecule was calculated from a spline of the umbrella energy surface. After each
simulation, a two-dimensional distribution histogram was calculated for the end-to-end
distance by summing the number of configurations in each 0.25 A bin over the produc-
tion phase of the trajectory. The WHAM procedure was then applied, using a tolerance
value of 0.001, to obtain an optimum combination of all the simulation distributions and
thus the next estimate of the PMF. This PMF surface was extrapolated into unexplored
regions by setting unsampled bins to the maximum value of the sampled bins and then
smoothed three times using Equation 3.9. Subsequently, the PMF was truncated by set-
ting all regions with an energy value greater than a predetermined cut—off of 25 kcal/mol
to the cutoff value. This was done to avoid applying so much force that the pyranose ring
conformations were altered. The umbrella potential for the next simulation was set to the
negative of this PMF estimate.

The adaptive umbrella sampling procedure was started with a flat PMF and a confor-
mation with all glycosidic linkages set to ¢, =-22,-25. In each simulation, an equilibra-
tion period of 500 ps was followed by a data collection period of 2 ns to 20 ns. After every
8 steps, the next simulation was begun from the original starting structure. Convergence
of the adaptive umbrella sampling procedure was defined when a single simulation pro-
duced a histogram where the ratio of most occupied to the least occupied bin was less
than 5.

During the course of the PMF calculation, the central ¥3 dihedral angle intermittently

rotated into a 180° conformation. This had a marked affect on the dynamic behaviour of
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the strand and hence adversely affected the convergence of the PMF calculation. There-
fore, it was decided to calculate two additional end-to-end distance PMFs for malto-
hexaose in order to separate the dynamics of the helical conformations (¢3 syn) of the
strand from the ribbon conformations ()3 anti). This was done by apply one of two al-
ternative umbrella potentials, depending on whether the 13 angle was in the syn or ant:
conformation. These two umbrella potentials then converged separately on two different
PMFs. The calculated PMFs are actually a two—dimensional map of end—to—end distance
versus 1, but are very coarse—grained in the second (1)) dimension. For the sake of sim-
plicity, only the central dihedral was chosen to discriminate between ribbon and helical
structures, as this has the greatest effect on conformation. The conformations of the other
glycosidic linkages were ignored. Thus, “helical” conformations encompass not only pure

helices, but also those with ant:i 1 dihedral angle orientations at the ends of the stand.

6.2.3 Oligosaccharide Stretching Simulation

An 18-unit amylose oligomer was used for the simulated stretching experiments, with
the reducing residue in the S-configuration. A strand of this length corresponds to three
helical turns of V—amylose. Shorter strands were found to generate population data that
was too noisy for the calculation of smooth force-extension curves. The simulation was
begun with an initial minimised helical structure with all the glycosidic linkages set to
the maltose solution PMF values of ¢, =40, 50. This corresponds to the edge of global
energy minimum valley for maltose (Chapter 5) and produces a fairly extended helix.
The 18-unit amylose oligosaccharide strand was stretched by applying equal, but
opposite, forces to the terminal O, and O, atoms at the reducing and non-reducing ends
of the chain respectively, using the method outlined in Chapter 3. The simulation was
performed in vacuum, as vacuum calculations can be extended to far longer times than is
feasible with a solution calculation. Rupture strengths for weak biochemical interactions
are not constants, but are dependent on both the rate and duration of force application.?%
Indeed, it was found for preliminary simulations that the faster the pulling rate an amylose
fragmant was subjected to, the larger the forces required to reach a particular molecular
extension. Moverover, if the force was ramped too quickly, the distinctive features of the
experimental force extension curve for amylose were not reproduced. Therefore, the final
stretching protocol used ramped the force by 27.79 pN (0.4 kcal.mol *.A~!) every 15 ns
to 20 ns during the simulation, up to a maximum force of 2225 pN. This corresponds to
a ramping rate of 1.85 to 1.39 pN/ns, which, although comparatively long for computer

simulations, is still six orders of magnitude faster than the experimental ramp rate of 2.5
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pN/ms.?

The simulation was begun with a force of 55.58 pN, to prevent the molecule from
folding in on itself in the vacuum. Each simulation step consisted of 1ns of equilibration,
followed by 14 to 19 ns of data collection. A total of 81 ramping steps were applied
over the course of the simulation, which equates to over 1200 ns of simulation time. A
force—extension relationship was obtained by plotting the average extension during each
production step against the applied force. This curve was normalised by dividing by the
maximum extension of the oligomer achieved by the end of the simulation: 99 A. The
curves were subsequently adjusted by subtracting the initial force of 55.58 pN. Using the
WHAM procedure, an end-to-end PMF was calculated for the first 30 stretching stages
from the time-series histograms generated at the production phase of each of the steps.
A force—extension relationship was then calculated from the derivative of this PMF for

comparison with the force-average extension graph.

6.2.4 Simulation Conditions

Molecular dynamics simulations were performed using the program CHARMM??*? (version
27b1), with modifications incorporated into the USERE module in order to implement
the one-dimensional end-to—end PMF calculations as well as the stretching simulation.
The CSFF parameter set (Chapter 4) for the CHARMM force field was used to model the
carbohydrate molecules. All simulations were performed in vacuum under the canonical
ensemble (constant n,V,T) and using stochastic Langevin dynamics with a frictional
coefficient of 62.5 to maintain a constant temperature of 300K. Initial velocities for the
atoms were selected at random from a Boltzmann distribution at 300 K. The equations of
motion were integrated using a Leap-Frog Verlet integrator?®® with a step size of 1 fs. The
SHAKE algorithm?® was used to fix the length of bonds involving hydrogen atoms. The
non—-bonded interactions were truncated using a switching function applied on a neutral
group basis between 10.0 and 12.0 A. The groups corresponded to electrically neutral

collections of atoms in the carbohydrate molecules.

6.3 Results and Discussion

6.3.1 Oligosaccharide Chain Conformation

In Chapter 5 @, v PMF surfaces for the a(1—4) glycosidic linkage in maltose (Figure 5.3)

were shown to have two principal energy valleys: an A-well at ¢y ~ -20°, and another,
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(@) (b)

Figure 6.4: Minimised 3D helical structures for a 12-unit maltododecaose strand with glycosidic
linkage conformations corresponding to the maltose global minimum in (a): vacuum (¢, = -
22.5,-25.0) and (b): solution (¢, = -47.5,-35.0).

105



6.3. Results and Discussion

higher valley at ¢ ~ 180° (the E-well, anti—parallel conformation). The A—well contains
the global energy minimum conformation and was found to be by far the most populated
in both vacuum and solution. In general, the effect of solution on the maltose glycosidic
linkage was to broaden the A—well into more negative ¢, 1 values and to increase the
population of the E—well.

The typical structures of a(1—4)-linked saccharides in solution and vacuum may be
inferred from these PMFs. If repeated for an oligosaccharide, glycosidic linkages taken
exclusively from the A-region result in a left-handed helical secondary structure. Figure
6.4 shows two helical structures of a maltododecaose strand corresponding to the global
minimum energy conformations in vacuum and solution of the maltose «(1—4)-linkage.
The vacuum conformation has 7 glucose units per helical turn and a helical pitch of about
14 A, compared to a helical turn of about 5.5 units and a helical pitch of around 15 A for
the solution conformation. In water the shift of the global minimum in the maltose PMF
into more negative ¢, regions, results in a more slender and extended helical structure
for an oligosaccharide. In addition, the broadening of the A—well upon aqueous solvation
implies that a(1—4)-linked oligosaccharide helices will become more flexible and disor-
dered in solution, with a broader range of low—energy helical conformations. However,
assumptions of the structure of amylose polysaccharides should not be made on the basis
of the A-well alone — all the low energy conformations of the a(1—4) glycosidic link-
age must be considered. The impact of E-well conformations are of particular interest.
Because of their low incidence, these conformations are not likely to have a pronounced
effect on the properties of maltose and have been largely ignored in modelling studies of
a(1—4)-linked oligomers.'®® However, if the maltose solution populations are extrapo-
lated to large polymers, 1% of the glycosidic linkages will be in an anti conformation.
These conformations, termed “band-flips”, have been recently shown to occur in large
cyclo-malto—-oligosaccharides, where they are associated with kinks in the strand that are
thought to reduce steric strain.!”2?

Figure 6.5 displays an example of the conformation of a 300-unit amylose strand
produced from a random assignment of ¢, 1 torsion angle values in accordance with the
population distribution for maltose in solution. This tertiary structure consists of straight
helical sections interspersed with non-helical bend regions and is in agreement with the

285 Interestingly, the bends are not

“interrupted helix” proposed for amylose in solution.
simply random coil regions, but are each associated with an anti—parallel conformation of
a 1 dihedral angle. The bends disrupt the helical predisposition of the A—well conforma-
tions, rotating the helix by roughly 90°. A similarly-constructed conformation based on

the maltose vacuum PMF (not shown) has more regular and compact helical conforma-
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Figure 6.5: Example of a conformation for a 300-unit amylose strand in solution, based on a
random assignment of ¢, ¢ angles in agreement with populations calculated from the maltose
solution PMF surface. Inset shows enlargement at point X. The indicated v dihedral angle is

in the anti conformation.

tions, with fewer ant: conformation bend regions. Thus, comparison of the vacuum with
the solution structure supports the suggested transition of amylose from an interrupted

helical conformation in water to a tighter helix in DMSQ.!%8

There has been some debate on the nature of the helical twist in the solid state forms
of amylose.!® Conformations taken from the C—well, which is the region of the maltose
crystal structure, generate right-handed helices. However this region was found to be
unpopulated in both vacuum and solution. A-well configurations of the glycosidic link-
ages result in left-handed helical conformations of the amylose polysaccharide in vacuum
and solution. Therefore, unless packing effects dramatically alter the preferred conforma-
tions of the glycosidic linkage, amylose is likely to also form left-handed helices in the
solid state. The more hydrated forms of amylose (e.g. B and Vjy) should have more
disordered, flexible helices with a greater incidence of ant: orientations of the glycosidic
linkages. However, because anti conformations result in large bends, steric crowding from
neighbouring molecules in a glassy or crystalline solid state could result in lower anti

populations than is the case in solution or vacuum.
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6.3.2 Maltohexaose End—to—End PMF's

The calculated end—to—end PMF for maltohexaose in vacuum is shown in Figure 6.6. In
vacuum the stability and preferred conformations of the amylose helix are dependent on
stabilising interresidue hydrogen bonds as well as the intrinsic preferences of the glycosidic
linkages. The PMF shows two minima. The global minimum occurs in a narrow well
around 6 A. This is the region of nearly circular conformations, which are stabilised by
favourable interactions between the reducing and non-reducing chain ends. The second
minimum region is the plateau ranging from 10 to 20 A. This area encompasses a host
of extended conformations which can be broadly classified into helices (all the ¢ dihedral
angles are in a syn conformation) and ribbon-like shapes (some anti ¢ dihedral angles
occur). The minimum for this well occurs at 16.5 A, corresponding to a favourable
helical conformation with ¢, =-20,15. This is approximately the global minimum on
the maltose vacuum PMF. The maltohexaose chain is thus quite “foppy” and stretches
and compresses easily in the 4-20 A range. Extrapolating from the maltose PMF, the
effect of solution should be to extend the second well to longer extensions and flatten it
further.

Conformational transitions in «(1—4)-linked oligosaccharides are likely to be primar-
ily hydroxymethyl group and glycosidic linkage rotations. Aside from increased oscilla-
tions and range of movement in the A-well, oscillations of the glycosidic linkages can
potentially also involve v transitions. It is expected that the glycosidic linkages will un-
dergo occasional v transitions from the A— to the E—well if sufficient energy is provided
to overcome the energy barrier between them. At 300K, most of the glycosidic linkages
are expected to be in the lowest energy syn conformation, but transitions between the syn
and anti minima are more likely upon solvation and upon heating or the application of a
force. Indeed, 1 dihedral angle transitions occurred with regularity in the maltohexaose
simulation when the chain was extended to lengths greater than 25 A. The vacuum PMF
confirms that stretching to this length will supply 8 to 10 kcal/mol of energy to the chain,
which is sufficient to overcome the 10 kcal/mol A— to E-well barrier in the maltose vacuum
PMF. The % transition typically occurred in the third glycosidic linkage, as this is the
central point of the chain and thus the focus of the stretching force. As discussed earlier,
anti ¢ configurations interrupt the helical structure of a chain. For a short oligosaccha-
ride such as maltohexaose, this alters the molecular conformation from a helical turn to

a flatter, “ribbon” shape. These two conformations are illustrated in Figure 6.8.

A combination of ribbon and helical populations contribute to the final PMF. As
described in the Methods section, the total PMF can therefore be separated into two
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Figure 6.6: (a): The calculated end-to-end potential of mean force energy surface for the
maltohexaose strand in vacuum. A magnification of the low—energy regions is shown in (b).

The end-to-end distance (r) is in A.
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Figure 6.7: Comparison of three end—to—end PMF's for stretching and compressing maltohexaose
in vacuum: a PMF for helical (—), 13-anti-parallel ribbon (- — —) and all conformations (---).
The end-to-end distance (1) is in A.

3—dependent end-to—end distance PMFs — one PMF describing the energy required to
stretch and compress helical conformations with 13 in a syn orientation and the other the
“ribbon” conformations with 13 in an anti orientation. These are compared in Figure 6.7.
At short extensions the PMF for the helical conformations is similar to the total PMF.
This indicates that these conformations dominate in this region. The total PMF follows
the contour of the ribbon PMF at longer extensions. The ribbon PMF is quite different
from that for the helix. The preferred ribbon conformation is much more extended and
has a global minimum at 20.4 A. The minimum energy well is narrower than for the
helix and conformations with the ends of the strand in close proximity are high in energy.
This indicates that the ribbon, in contrast to the helix, does not compress easily. The
depth and width of the ribbon minimum energy well as compared to that for the helix
corresponds to the different dimensions of the A— and E-wells in the maltose vacuum map.
The dynamics of the ribbon are thus less flexible than the helix, as the links are “stiffer”
(there is a steep energy rise moving out of E well). The PMF of the ribbon in the 20 to 26
A region is lower than the helix PMF, indicating that stretching the maltohexaose strand
to this length results in significant populations of the ribbon conformers. Interestingly,
the ribbon and helix PMFs cross again at 26.6 A, resulting in the helical PMF being
once more favourable at very long extensions. Thus, upon extreme stretching, the ribbon

conformation should revert back to an extended helix.
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Figure 6.8: Superposition of a three-dimensional maltohexaose helical conformation (H) onto a
ribbon conformation (R). The ribbon conformation has the third 1 torsion angle (13) in an anti
conformation, while in the helix all i) dihedral angles are in the syn conformation. Hydrogen

atoms are not shown.
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Figure 6.9: The force-extension curve produced by a stretching simulation of an 18-unit amylose
oligomer. The curve was adjusted by subtracting the initial force required to prevent collapsing
of the helix in vacuum. The O; to O4 end—to—end distance (r) is normalised by the final end—
to—end distance at 2250 pN ( = 99 A). The dotted line shows the estimated zero point for a

simulation in aqueous solution.

Long amylose strands therefore consist of flexible helical sections joined by inflexible
anti regions. This has implications for the properties of starch, particularly thermally—
treated starch, which is expected to have more anti ¢ conformations. Once a 9 transition
occurs, there is an high energy barrier of &~ 10 kcal/mol (from the maltose PMF) to
traverse for a return to the ¥ ~ —30° conformation. If the applied force or heat that
induced the transformation is subsequently rapidly removed (e.g. by quenching), the
strand could potentially be kinetically trapped in a metastable ribbon conformation. This
would have implications for the physical properties of amylose that has been subjected to
heat or stretching forces. This accords with experiment, in which the thermal history of

a starch polymer has been shown to affect its physical properties. '3

6.3.3 Oligosaccharide Stretching Simulation

The force—extension profile obtained from the simulated stretching of an 18-unit amylose
oligomer is shown in Figure 6.9. This curve reproduces the distinctive transition seen
in force-ramp AFM stretching experiments on carboxymethylamylose molecules (Figure
6.2). The shoulder in the amylose curve was found to be reproducible only with pro-
longed equilibration at each step, in agreement with the experimental assumption that

polysaccharides stretch in equilibrium.?® If shorter simulations were used, the system
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Figure 6.10: Schematic diagram of the processes involved in the first three regions of the

force—extension curve.
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Figure 6.11: The maltose ¢,3) PMF in vacuum, with the glycosidic linkage transitions involved
in the first three stages of the amylose stretching curve indicated by arrows. Contours appear

at 2 kcal/mol intervals, with the lowest energy contour appearing as a dashed line.

113



6.3. Results and Discussion

did not equilibrate sufficiently and the resultant curves were similar to those produced
by the unconstrained simulations of Heymann et al.'?® However, the force required for
this transition is at least 300 pN higher than in the experimental curve. This can be
explained by the fact that the AFM experiment was performed using a molecule lifted
from solution, whereas the simulated stretching experiment was performed in vacuum. In
vacuum, strong intramolecular interactions between successive residues as well as neigh-
bouring helical turns increase the force required to extend the strand. In solution, the
effect of these interactions is expected to be considerably reduced due to the hydrogen
bonding capabilities of the water molecules as well as the general electrostatic masking
effect of the solvent.

There are four stages apparent in the stretching profile, labelled I to IV. Figure 6.10
shows a schematic diagram illustrating the process involved at each stage. The initial stage
(I) is a steep slope reflecting extension of the oligomer strand from a compact to a more
extended helical conformation. In terms of the a(1—4) glycosidic linkage ¢, 1 torsion
angles, this involves a shift to the more negative quadrant of the A-well, as indicated
in Figure 6.11. The slope of region I gives the elasticity of this process as 73 pN/nm.
Visually, this region can be seen to be less steep in the simulation curve compared to
experimental curve. This is probably because of the absence of solvent molecules. If the
extension of the maltose A-well region in solution is extrapolated to amylose, aqueous
solvation should result in easier extension of the helix and therefore a steeper slope for
this region.

In the gradual transition from stage I to stage II (the gentle bend between 150 and 250
pN), the amylose strand switches from a helical conformation to a ribbon conformation,
as illustrated in Figure 6.10. This change is brought about by rotation of most of the v
angles from syn (¥=0°) to anti (»=180°) conformations, as can be seen from the time
series for the 1 angles from this region of the simulation (Figure 6.12). The end—to—
end distance PMFs for the ribbon and the helix show the ribbon conformation to be
more stable in a moderately elongated conformation. Thus stretching the «(1—4)-linked
oligosaccharide in this region favours ribbon over helical conformations. Although the
time series in Figure 6.12 shows that not all the v torsion angles convert into the anti
conformation, enough do to disrupt any helical character. This is shown by a snapshot
of a representative ribbon conformation in Figure 6.13. In aqueous solution the helix—to—
ribbon conversion is expected to occur at lower energies, as Chapter 5 showed solution to
lower the energy of both the maltose E—well and the barrier between the A— and E—wells.

Stage II begins properly near 275 pN and involves slight lengthening of the ribbon con-

formation. The ribbon conformation is stiffer than the helical conformation and stretches
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Figure 6.12: A section of the ¢ dihedral angles time series from the stretching simulation of
the 18 unit amylose strand, showing transitions to anti conformations that occur when moving

from region I to region II in the force—extension curve.
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(a) (b)

Figure 6.13: Snapshots from the stretching simulation of an 18-unit amylose oligomer showing
(a) a helical conformation from Stage I of the force—extension curve and (b) a ribbon conforma-

tion from Stage II of the force-extension curve.
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less readily. This results in a lower elasticity of 800 pN/nm for this region.

Stage III shows a very steep slope, which results in the low elasticity of 53.5 pN/nm.
In the rapid onset of Stage III, the pyranose rings in 2 of the 18 residues were found to
convert from a chair to a boat conformation. However, chair—to—boat transitions are not
the dominating process. The rapid increase in length at this stage is caused primarily
by the conversion of all the i angles that were in the ant: conformation back to the
syn conformation. This produces a very extended helical conformation for the strand,
as illustrated in Figure 6.10. This constitutes valuable illustration of the effect seen in
the maltohexaose PMFs where, although moderate stretching was found to favour ribbon
conformations over helical conformations, the situation was reversed under more severe
stretching forces.

At the end of Stage III, the extension of the amylose molecule approaches its contour
length and further rotations of the ¢, ¥ glycosidic dihedral angles can no longer lengthen
the chain. It is at this point that the majority of the chair-to—boat transitions begin. Stage
IV has an elasticity of 1666 pN/nm and involves gradual, anti—cooperative chair-to—boat
conversions of the pyranose rings. This process finally halts at around 2300 pN. Thus
the chair-to-boat conversions occur at higher forces and at a different stage of the force—-
extension curve than previously expected — Stage IV, not Stage III. These transitions
therefore do not produce the characteristic “shoulder” in the amylose stretching curve.
Instead, it is largely rotations of the glycosidic torsion angles that account for the elastic
behaviour of amylose. This new interpretation is supported by experimental evidence.
For example, the removal of the chain elasticity of amylose and pectin upon ring cleavage
with periodate can be explained by ring cleavage removing steric hindrances to the gly-
cosidic linkage rotation and thus considerably altering the chain dynamics. In addition,
the previously proposed location of the chair-to—boat transition in amylose has a force
threshold (275 + 45 pN) which is well below the values predicted by theory.5:1!® More-
over, previous simulations of stretching simulations on 16-unit oligomer of amylose were
found to produce cooperative transitions of the pyranose rings only if the ¢/ angles were
constrained in anti conformations.'?® If the angles were left in the syn conformation, the
chair-to-boat transitions started at a higher force and proceeded in an anti-cooperative
fashion, requiring increasingly higher forces for each successive transition. Finally, the
stretching mechanism delineated here is more consistent with the complete reversibility
of the stages I to III observed in experiments, which suggests that the mechanism only
involves traversal of relatively low energy barriers.?®

A PMF calculated from the first 30 steps of the stretching simulation is shown in
Figure 6.14. The PMF has an initial region of high elasticity which gradually converts
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Figure 6.14: PMF calculated from the first 30 steps (up to an applied stretching force of 830
pN) of the stretching simulation of an 18—unit amylose oligomer. The end—-to—end distance (r)

is normalised as in Figure 6.9.
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Figure 6.15: The force-extension curve calculated from the derivative of the amylose end—
to-end PMF (—-) compared to that obtained from the averages taken for each stage of the

simulation (— — —). The curves are normalised as in Figure 6.9.
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to a stiffer region. The details of the change in slope in the PMF can be more easily
seen in the corresponding force extension curve calculated from the derivative of the
PMF, which appears in Figure 6.15. This is a good match with the force-extension curve
calculated from the average length of the molecule at each step. However, the derivative
curve provides more detail of the complex force—extension relationship remarked on by
Marszalek et al.>® Both Stage I and Stage II show evidence of non-linear force—extension
relationships which are caused by rotation about the glycosidic linkages.

The elasticities calculated from the curves of each stretching region are considerably
lower than those estimated by Marszalek et al — compare 800 pN/nm for Stage III with
their value of 3973 pN/nm and 1666 pN/nm for Stage IV with their value of 27800 pN/nm.
These estimations were based on a two—state freely jointed chain model which required
a prediction of the number of monomers in the strand being stretched and neglected
to take into account possible helical conformations of the chain. Therefore, as helical
conformations were ignored, it is likely that the two-state model underestimated the
actual contour length of the chain. This in turn would have resulted in an underestimate
of the number of monomers present in the molecule, and thus the high values for the
calculated elasticities.

The force—extension curve produced by simulation differs from the experimental curve
in that the forces required for the onset of each stage are at least 300 pN too high. Aside
from errors in force field parameterisation, there are a number of possible contributions
to this discrepancy. Firstly, the forces required to break weak biochemical bonds are not

286 As mentioned

constant, but are dependent on the rate at which the force is increased.
in Section 6.2.3, faster ramping rates were found to increase the force required to reach
a particular extension of an amylose fragment. The ramping rate used in the 18-unit
amylose fragment simulation (1.85 to 1.39 pN/ns) is six orders of magnitude faster than
the experimental ramp rate of 2.5 pN/ms.5® Therefore, it is expected that the forces
measured should be somewhat too high. Secondly, the simulations were carried out in
vacuum while the experiments used a wet sample. In the previous chapter, an aqueous
solvent was shown to extend the range of the A-well as well as to lower the barrier
between the A— and E—wells. Stage I and the onset of Stage II in the amylose curve are
affected by the extent of the A-well and the height of the energy barrier between the wells
respectively. By extension, water should lower the force required to extend a helix and
bring about syn to ant: transitions on the amylose stretching curve, resulting in a much
more rapid progress to Stage II. If this is assumed to shift the entire curve by =~ 250 pN
(as indicated by the dotted line in Figure 6.9), this would result in a force—extension curve

with a better match to the experimental curve. Finally, the possiblilty that the simulated
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curve is not converged due to sampling limitations should also be considered.

6.4 Conclusions

This study provides evidence that the tertiary structure of the a(1—4)-linked amylose
polysaccharide is comprised of left-handed helical regions interrupted by bends which
are associated with anti—parallel ¢/ conformations. The physical properties of the strand
should alter depending on the ratio of syn to anti conformations in the strand. PMF
studies on maltohexaose showed conformations containing anti ¢ dihedral angles to be
more extended, stiffer and less compressible than the helical conformations. This has
implications for the properties of starch, particularly thermally—treated starch, which is
expected to have more anti conformations due to kinetic trapping of the torsion angles
upon rapid cooling. In addition, the % transitions are more likely in the presence of wa-
ter and may be a factor in the « relaxation processes occurring at the glass transition
in amylose glasses. Two separate end—to-end distance PMFs were calculated for malto-
hexaose to investigate the relative stabilities of helical conformations with the central /3
angle in an syn orientation versus ribbon conformations with central 3 angle in an ant:
orientation. These showed that the relative stabilities of the maltohexaose conformations
alter depending on the extension of the maltohexaose molecule. At short extensions, the
helical conformations are lower in energy than the ribbon conformations. However, as
the molecule is extended, the situation reverses and ribbon conformations predominate.
Then, at extreme extensions, helical conformations are favoured once more.

Transitions of the glycosidic linkages between two principal energy regions were found
to be a reoccurring theme in the dynamic behaviour of o(1—4)-linked oligomers. The
stretching simulation of the 18-unit malto—oligomer produced a force-extension curve
similar to AFM experiment. However, the characteristic transition in this curve was
identified as being caused predominately by a complex helix-ribbon-helix conformational
transition of the strand. The 2D PMFs calculated for maltose as well as the end-to—
end distance PMF for maltohexaose were invaluable in interpreting the energetic reasons
for this series of conformational changes. Chair-to—boat conformational changes of the
pyranose rings only occurred anti—-cooperatively at very high stretching forces. Therefore,
glycosidic angle transitions were found to predominately determine the dynamic response
of a(1—4)-linked oligosaccharides to stretching forces and chair-to—boat transitions of
the pyranose rings play a smaller role than has been recently proposed.

In conclusion, % transitions between syn and anti—parallel conformations of the dihe-

dral angles have here been shown to be of prime importance for the preferred conforma-
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tions, dynamics and relaxation behaviour of a(1—4)-linked glucans and are thus likely
to be ultimately responsible for many of the unique physical properties of the amylose

polysaccharide.

121



6.4. Conclusions

122



Chapter 7

The 3(1—4) Glycosidic Linkage

7.1 Introduction

The previous two chapters discussed the a(1—4)-linkage. In this chapter, the investi-
gation is extended to the conformation and dynamics of the Gle—3(1—4)-Glc glycosidic
linkage, which is the sole linkage found in the cellulose polymer. Comparison of the
f(1—4) linkage with the o(1—4) linkage should quantify the effects of a change in stere-
ochemistry (« versus ) on the conformational space of the (1—4) glycosidic linkage.
Cellulose is the major structural component of higher plants and hence the most
abundant biopolymer on earth. Cellulose forms rigid, inflexible, semi-crystalline fibres
biologically and, in 1912, became the first polymer to be investigated by X-ray crystal-
lography. However, it took a further 90 years for the structure of native cellulose to be

288 and the structure of some forms of cellulose remain to be deter-

solved satisfactorily
mined. Pure cellulose exists in four distinct polymorphic forms, labelled I to IV. Values
of the ¢ and v torsion angles for some of the cellulose allomorphs are listed in Table
7.2.30 All have a 2 residue repeat unit, but differ in their molecular packing and hydrogen
bond arrangements. Native cellulose (cellulose I) forms ribbon-like chains which pack into
crystalline microfibrils. These microfibrils contain two crystalline allomorphs — cellulose
I and cellulose I8 — in which the chains are packed slightly differently in a parallel

arrangement. 50292

Though still under investigation, the currently accepted structure for
cellulose I3 has intramolecular hydrogen bonding between the Os and the O3 hydroxyls of
contiguous residues (a typical hydrogen bond occurring in cello—oligomer structures) and
all the primary alcohols are in the tg position.?®® The crystal structure for I remains to
be solved. Cellulose I is a metastable form and undergoes a transition to stable cellulose
IT when it is either regenerated by spinning out of solution or treated with strong alkali

(mercerization). Cellulose II has similar ¢,7) conformations, but the packing is antiparal-
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Oligosaccharide HyO Solubility (%)
Cellobiose 00
Cellotriose 25

Cellotetraose 12.5
Cellopentaose 5
Cellulose Insoluble

Table 7.1: HyO solubility of crystalline cello—oligomers.

287

Cellulose 15288 TI%9 TI[290 TV 291 Tv,291
¢ 25.3 246 21.1 21.9  26.2
1 -25.0 -25.3 -27.2 -244 -28.1

Table 7.2: The ¢, 1 torsion angles from the crystal structures for cellulose fibres, taken from

the review by Zugenmaier.

30

Cello-oligomer | B-cellobiose?® Methyl B—cellotrioside?® cellotetraose®®
(ave. of 8) (ave. of 8)
¢ 44 26 26
P -23 -27 -27
Og conformation gt gt gt

Table 7.3: The ¢, 9 torsion angles from the crystal structures of selected cello—oligomer model

molecules.
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Figure 7.1: Line diagram of the [-cellobiose disaccharide (4-0-f-D-glucopyranosyl-D-

glucopyranose).

lel. A recent structure determination has shown all the primary alcohols to be in the gt

conformation.?®

Besides its crystalline forms, cellulose also occurs as amorphous glasses. Relaxation
processes occurring in amorphous cellulose below its glass transition temperature have
been explored by both mechanical and dielectric spectroscopy. Mechanical spectroscopy
experiments exhibit two sub-T, mechanical relaxation processes, termed 3 and +.> The
B-relaxation process has been found to be strongly dependent on water content and is
undetectable by dielectric spectroscopy on amorphous dry cellulose, which shows only a
broad ~-relaxation.? This y-relaxation decreases somewhat in strength with increasing
water content. This activation energy, which corresponds to the free energy barrier that
must be crossed in a transition process, has been calculated to be in the range of 32 to
36 kJ/mol (7.6 to 8.6 kcal/mol). The origin of this relaxation remains unclear, but it has
been proposed to result from a combination of the hydroxyl and hydroxymethyl group
relaxations. The [-relaxation activation energy is lowered from 85 to 60 kJ/mol (20.3
to 14.33 kcal/mol) in moving from a 0 to 6 w/w% glass. The molecular origins of the

[-relaxation are thought to be localised motions of the main chain segments.

Although the crystal structure is known for most of the forms of cellulose,®® as well
as some of the short cello-oligomers,?* detailed studies of their solution structure and
dynamics are still lacking. An NMR study of 5-1,4 linked cello—oligomers in DMSO and
water solution by Sugiyama et al. predicted that the oligomers all have similar average
dihedral angle values in both solvents, in the region of ¢, =45°,-38°3 These angles
would result in the larger oligomers forming a loose helical coil in solution. The dynamics
of cellulose in aqueous solution have been probed by AFM experiments, which provide
further evidence for the stiffness and inflexibility of this molecule. The characteristic
cellulose extension—force curve measured by Marszalek et al.’?? (Figure 7.2), shows an
extremely rapid initial elongation at very low force, with a subsequent rapid onset of a

low—elasticity region. Transitions of the type seen in the curve for amylose are absent.
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Figure 7.2: The force-extension curve for cellulose produced by the AFM experiments of
Marszalek et al.'??> The curve was normalised using the equation: Xporm = 0.542z/1¢, where
0.542x corresponds to the length of the 0104 vector in the f-D-glucopyranose monomer of
cellulose and [° is the contour length of cellulose determined from a freely jointed chain (FJC)
model fit to the data.

This is thought to be because the glucose residues in cellulose do not undergo a chair-to—
boat transition; ball-and—stick models show no increase in the O—0O, vector for the boat
conformation when O; is in a /3 orientation.!?!

As with amylose, attempts have been made to extrapolate the conformation and dy-
namics of cellulose from that of model di- and oligosaccharides. For example, as exper-
imental X-ray and spectroscopic data on the various crystal forms of cellulose are not
sufficient for a complete structure determination, cellulose structures have been refined
using known crystal structures of short oligomer model compounds (dimers, trimers and

25,26,293  (Cellobiose (4—0—-B-D-glucopyranosyl-D—glucopyranose, Figure 7.1)

tetramers).
is the dimer residue of cellulose. Cellotriose and cellotetraose are the corresponding 3—
and 4—-unit models. The ¢, 1) dihedral angle conformations found in the X-ray crystal
structures of S—cellobiose, methyl S—cellotrioside and cellotetraose are listed in Table 7.1.
Additional values for structures of related model compounds are listed by Peralta-Inga
et al.?

The areas of conformational space available to the glycosidic linkage in cellobiose have
been explored by calculation of relaxed ¢, adiabatic maps.83:84 147,148,294 Thege studies
indicate that the 3(1—4) linkage is intrinsically more flexible than the a(1—4) linkage;
the equatorial conformation of the hemiacetal at C; leading to fewer steric clashes.3385:294
Moreover, optical rotation experiments conducted in the late 1980’s on cellobiose in water
showed a complex conformational equilibrium, likely to be produced by rapid transition
of the molecular conformation between a number of minimum energy wells.** Thus, the

contrasting physical properties of elastic, soluble amylose and the inelastic, insoluble cel-
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(b)

Figure 7.3: Three-dimensional structures of cellobiose (a) and cellotetraose (b) in ¢, = 0,0

conformations, with the atomic naming convention shown.
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lulose cannot be simply explained by comparison of their constituent disaccharides. In
addition to crystal packing forces, the presence of cooperative interresidue and intermolec-
ular interactions have been proposed to fix the conformation of cellulose into a particular
shape and thus cause the stiffness and strength of this polysaccharide. The hypothesis
that increasing the length of cello-oligomers increases the strength of the cooperative in-
terresidue hydrogen bonds is supported by the fact that the solubility of 3(1—4)-linked

oligomers decreases dramatically with increasing residue number (Table 7.1).287

Recently, the molecular dynamics of polycrystalline cellobiose was investigated using
solid—state NMR.®® This study suggested that the hydroxyl groups have at least two
classes of dynamic behaviour (characterised by an activation energy of 8.74 kJ/mol= 2.09
kcal /mol), while rotation of the hydroxymethyl groups was found to be efficient only at
high temperatures (activation energy 40 kJ/mol= 9.6 kcal/mol). Molecular dynamics
simulations of the motion of cellobiose has not been nearly as numerous as maltose.
The last published MD simulations of cellobiose in both vacuum®® and solution!3® were
performed ten years ago. These early investigations showed cellobiose to have similar ¢,
¥ conformations in solvent as in vacuum, with hydrogen bonding in solution persisting to

a significant extent.

In this chapter, calculated ¢, ¥» PMF surfaces for S—cellobiose in vacuum and solu-
tion are analysed for their implications for the preferred conformations and dynamics of
the B(1—4)-linkage. A ¢, ¥ adiabatic map for S—cellobiose was also calculated, but is
not shown as it is very similar to the vacuum PMF. To explore the effect of additional
monomers on the conformational freedom of the 5(1—4)-linkage, the cellobiose PMF's are
compared to a calculated vacuum PMF for the central glycosidic linkage in cellotetraose.
This is hoped to assist in explaining the decrease in solubility of the cello—oligomers with
increasing residue number and thus shed light on the marked lack of conformational free-
dom in cellulose. As was demonstrated for maltose and dixylose in Chapter 5, comparisons
of the 7 dihedral (H,—C,—C4—H,) PMFs of cellulose and cellotetraose provide a 1D depic-
tion of the shifts in the minimum energy valleys and the energy barrier heights of these
two molecules. Finally, to investigate the dynamics of the cellulose polymer, a stretching
simulation of a 12—unit cello-dextran, cellododecaose, was undertaken. The PMF for the
early stages of the cellulose stretching simulation was calculated and is compared to that

obtained for amylose.
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7.2 Methods

7.2.1 2D ¢,y PMF Calculations

The glycosidic linkage ¢, 1y PMF's were calculated for S—cellobiose in vacuum and aqueous
solution and [S-cellotetraose in vacuum using the iterative adaptive umbrella sampling
method described in Section 3.5. Both the cellobiose PMF calculations as well as the
cellotetraose PMF calculation were begun from a ¢, = 0,0 conformation (illustrated in
Figure 7.3). The cellotetraose PMF was calculated by applying the umbrella potential to

the central linkage only, while the other two linkages were allowed to relax freely.

In each case, the 360°x360° umbrella potential surface for the ¢, ¥ dihedral angles
was represented as a two-dimensional grid of points, with a grid separation of 2.5°. At
each integration step of a simulation, the biasing potential energy to be applied to the
current ¢, 1 position was calculated from a cubic spline of the umbrella energy surface.
After each simulation, a two-dimensional ¢, 1 distribution histogram was calculated by
summing the number of configurations in each 2.5°x2.5° bin over the production phase
of the trajectory. The WHAM procedure was then applied, using a tolerance value of
0.001, to obtain an optimum combination of the all the simulations distributions and
thus the next estimate of the PMF. This PMF surface was extrapolated into unexplored
regions by setting unsampled bins to the maximum value of the sampled bins, treating
the border regions as described in Section 3.4. The resultant PMF surface was smoothed
three times using Equation 3.9. Subsequently, regions in the 2D ¢, ¢y PMF associated
with high—energy steric clashes of the atoms were removed. This was done by setting any
bin in the PMF with an energy value greater than a predetermined cut—off of 20 kcal /mol
to the cutoff value. The umbrella potential for the next simulation was set to the negative
of this PMF estimate.

Each umbrella simulation began with an equilibrium phase of 500 ps, followed by a
production phase ranging from 2 to 20 ns in length. Only the production phase was used
to calculate the simulation distribution. In the case of S-cellotetraose, the simulations
had to run for long enough to enable the non-central glycosidic linkages to relax, requiring
long simulations of 20 ns in length in order to converge completely.

Successive simulations in a series were gradually run for longer periods as the PMF
estimates improved and more of the whole of conformational space was explored. The first
simulation in each series was started from a minimised and equilibrated coordinate set
and performed with a flat umbrella potential surface. Subsequent simulations were begun

from the final conformation of the previous simulation, to facilitate gradual exploration of
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phase space. After every 8 simulations, the next simulation was begun from the original
equilibrated starting configuration. Convergence of the whole adaptive umbrella sampling
procedure was defined to occur when, for a single simulation, every bin £ in n;j in the
¢, ¥ range of interest was occupied at least once. Up to 200 simulations were used to
obtain the final PMF, but at any time not more than the latest 50 distributions were used
to estimate the next PMF; earlier simulations were gradually discarded as new, more
extensive distributions were produced. A total of approximately 500 ns of simulation
time was required to produce each of the final PMF surfaces.

The 1D 7 PMFs for cellobiose were calculated as described in Chapter 5. The 7
population distribution was obtained by summing the contributing ¢, v populations from
the corresponding 2D ¢, ¥ PMFs. The 7 PMF was then calculated from the 7 population
distribution by applying Equation 3.1.

7.2.2 Oligosaccharide Stretching Simulation

The 12-unit S—cellododecaose strand was stretched by applying equal, but opposite, forces
to the terminal O; and O, atoms at the reducing and non-reducing ends of the chain
respectively, using the method outlined in Chapter 3. Due to the long equilibration
time required, the simulation was performed in vacuum. The starting structure for the
simulation was produced by assigning all the glycosidic bond angle conformations in
cellododecaose as ¢, = 50, 0. The simulation began with an applied stretching force of
55.58 pN, to prevent the molecule from folding back on itself in the vacuum. During the
course of the simulation, the stretching protocol involved ramping the force by 27.79 pN
(0.4 kcal.mol~*.A~1) every 4.5 ns, up to a maximum force of 3000 pN. This corresponds
to a ramping rate of 6.18 pN/ns, which, though considerably faster than that used for
amylose, was found to be adequate for reproduction of the experimental curve. Each 4.5
ns simulation step consisted of 500 ps of equilibration, followed by 4 ns of data collection.
However, the first stage was run for longer than the others (5 ns) to ensure thorough
equilibration and distribution of the applied force along the length of the molecule. A
total of 110 ramping steps was applied during the course of the 500 ns simulation. A force—
extension relationship for cellododecaose was obtained by plotting the average extension
during each production step against the applied force. This curve was normalised by
dividing the length of the molecule by the maximum extension achieved by the end of
the simulation — 67 A— and adjusted by subtracting the initial force applied to keep
the molecule extended in vacuum. Using the WHAM procedure, an end-to-end PMF

for stretching cellododecaose was calculated for the initial 30 stretching stages from the
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time—series histogram generated at the production phase of each step.

7.2.3 Simulation Conditions

Molecular dynamics simulations were performed using the program CHARMM??? (version
27b1), with modifications incorporated into the USERE routine in order to implement
both the two—dimensional adaptive umbrella sampling PMF calculations and the stretch-
ing simulation. The CSFF carbohydrate parameter set (Chapter 4) for the CHARMM
force field was used to model carbohydrates in all the simulations. The TIP3P model was
used to represent water.

For the solution simulations, the J—cellobiose disaccharide was placed in an equili-
brated cube of 512 TIP3P waters. Solvent water molecules that overlapped with the
solute molecule were removed and the system was equilibrated for 500ps. The solution
simulation surrounded the cellobiose disaccharide with 489 TIP3P water molecules?*® in
a cube of length 24.64 A. Minimum image periodic boundary conditions were applied to
the cube in order to eliminate edge effects.

All simulations were performed under the canonical ensemble (constant n,V,T) and
using stochastic Langevin dynamics with a frictional coefficient of 62.5 to maintain a
constant temperature of 300K. Initial velocities for the atoms were selected at random
from a Boltzmann distribution at 300 K. The equations of motion were integrated us-
ing a Leap-Frog Verlet integrator?®® with a step size of 1 fs. The SHAKE algorithm?®®
was used to fix the length of bonds involving hydrogen atoms and the water molecule
geometry throughout each simulation. Non-bonded interactions were truncated using a
switching function applied on a neutral group basis between 10.0 and 12.0 A. The groups
corresponded to electrically neutral collections of atoms in the carbohydrate molecules

and entire water molecules for the solvent.

7.3 Results and Discussion

7.3.1 Cellobiose

The ¢, 1» PMF surfaces for S—cellobiose in vacuum and solution (Figure 7.4) show the
conformational space of the 5(1—4) linkage to be less restricted than the corresponding
a(1—4) linkage. Specifically, the low—energy areas of the cellobiose PMF reach into the
¢=180° region, which is not the case for maltose. These extended low—energy regions

provide support for the hypothesis that the 5(1—4) glycosidic linkage is intrinsically
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—1(I)O 0 10
(b) 0

Figure 7.4: Glycosidic linkage ¢, 9 free energy surfaces for cellobiose. (a): PMF surface in
vacuum. (b): PMF surface in TIP3P solution. Contours appear at 1 kcal intervals above the

global energy minimum. The first contour at 1 kcal/mol is dashed. Contours higher than 12

kcal/mol above the global minimum are not shown. Crystal structure values of ¢ and v for

cellobiose (®) and cellotetraose/cellulose I (®) are indicated.
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Cellobiose Cellotetraose
Vacuum Solution Vacuum
H 2.4 0.0 0.0
I 0.6 1.9 1.0
J 0.0 3.5 1.3
K 1.4 4.3 2.4

Table 7.4: Approximate relative free energies of the four minimum energy regions in cellobiose

and cellotetraose. Energies are rounded off to the nearest 0.1 kcal/mol.

flexible.67

Four minimum energy regions are apparent on the PMF surfaces, at ¢, ¢ ~ 50,0
(marked H on Figure 7.4 (a)); -30,-30 (I); 180,0 (J) and 50,-175 (K). In contrast to the
a(1—4)-linkage, conformations of the glycosidic linkage dihedral angles in the general
¢, 1 =0,0 region of conformational space (wells H and I) correspond to syn conformations
of the glucose residues, whereas conformations at either ¢, =0,180 (K) or ¢, =180,0
(J) correspond to anti conformations. The J- and K-well conformations are of interest
because of their potential importance for providing stable turns in the cellulose polymer.
Optical rotation experiments indicate that, while K—conformations are likely to be of small
contribution for cellobiose in solution, J-conformations may be present to a significant

extent.**

The vacuum surface, which is similar to the cellobiose adiabatic map calculated by
Taylor et al. using the precursor HGFB CHARMM force field,'*” has the I- and J-
minima close in energy (Table 7.4). The global minimum occurs in the J-well at ¢,)=
180,-2.5. Previously calculated adiabatic maps all show minima at ¢, =0,180 and ¢,y =
180,0, but do not agree on the exact location of the anti—parallel minimum energy wells
and the global energy minimum in cellobiose. Calculations using the MM3 force field
tend to have one or two minima located in the ¢ =~ (0° to 60°), ¥ =~ (-60° to 60°)
region.8%84148.294 However, a surface calculated using the HGFB CHARMM force field
shows one minimum at ¢,1) &~ 45,0, another in the negative ¢ region at ¢, ~ -35,-40, with
the global minimum appearing at ¢, =0,180.*7 In agreement with the last-mentioned
study, a recent ab initio calculation of cellobiose conformations also found the global

0

minimum energy structure to be a ¢, =180,0 conformation,?°? in contrast to the crystal

conformation.?3

The H minimum is the least favoured of the energy wells. The reported crystal struc-

tures for cellobiose, cellotetraose and the known structures of cellulose have ¢,1) angles
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7.3. Results and Discussion

Figure 7.5: Examples of minimum energy configurations for cellobiose in vacuum from the J-
well (4,1 = 180°,0°) and the K-well (¢,1 = 65 °, -170°). Stabilising hydrogen bonds are shown
with dashed lines.

that fall chiefly on the saddle region between H and I and not within a minimum energy
well, as shown in Figure 7.4 (a).?»3% The crystal structures are approximately 4 kcal /mol
above the global energy minimum in vacuum and between 1 and 3 kcal/mol above the
minimum in solution. The discrepancy could be attributed to packing forces and inter-

molecular hydrogen bonds within the crystal stabilising the crystal conformations.

As was discussed in the maltose chapter, favourable conformations in vacuum are
stabilised by internal hydrogen bonds. Interresidue hydrogen bonds are the most affected
by the conformation of a glycosidic linkage and therefore have the greatest effect on which
conformations are favoured. Conformations that promote strong bonds of this type are
expected to be preferred over those which preclude them. In vacuum, conformations
that have primary alcohols in a syn arrangement should have an energetic advantage
over those in the anti conformation, as there is more flexibility in their orientation than
with interresidue bonds involving secondary hydroxyls. Conformations from the J-region

are stabilised by two interresidue hydrogen bond interactions, shown in Figure 7.5 (a).
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Chapter 7. The B(1—4) Glycosidic Linkage

Figure 7.6: Examples of minimum energy configurations for cellobiose in vacuum from the H-
well (¢,% = 40°,0°) and the I-well (¢, = -30 °, -30 °). Stabilising hydrogen bonds are shown
with dashed lines.
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The first is a strong hydrogen bond between the two primary alcohols, which are both
in the gg conformation. The second is an Oy-O3 hydrogen bond interaction. Both of
these hydrogen bonds can alternate as to which are the donor and acceptor hydroxyls.
K-region conformations are similar to the J-well region, but in this region the formation
of a hydrogen bond between the primary alcohols requires them both to be in the gt
conformation. However, the O and O} hydroxyl groups are too far apart in the K-well to
allow for a second interresidue hydrogen bond. This results in the K-region being higher
in energy than the J-region.

The H-well is the least favoured of the minimum energy wells in vacuum, even though
the inclined ring orientation leads to few steric clashes. This is because the only possible
stabilising interresidue hydrogen bond for these conformations is between the Of hydroxyl
and the Os atom, as shown in Figure 7.6 (a hydrogen bond observed in all crystal struc-
tures of cellulose). In contrast, conformations in the favoured I-well allow for a strong
hydrogen between O, and Oy in the gg conformation. Though I-well conformations have
not been identified in crystal structures, both optical rotation** and NMR*® experiments
on cellobiose suggest a small population of this region in solution.

Solvation has a much more dramatic effect on the free energy surface of the 5(1—4)—
linkage as compared to the a(1—4)-linkage. The removal of the enthalpic advantage of in-
tramolecular hydrogen bonds results in an increased population of entropically favourable
conformations which allow for relatively unhindered rotation of the primary alcohol. Par-
ticular minimum regions, or energy valleys, can be resticted in vacuum either by steric
clashes between atoms, or by a constraint on length of a stabilising hydrogen bond. If
the former is the case, no broadening of a well would be expected in solution. However,
if the latter holds, solution should increase the range of the minimum energy region by
removing the need for the stabilising bond.

Solvation results in the lowering of the general H/I valley region with respect to the
other two minima. In addition, there is a marked preference for the H-conformation
over the I-conformation in solution. The solution global energy minimum has moved
from the adiabatic and vacuum PMF value of ¢,v¢ = 180,0 to ¢,v = 47.5, 2.5. The
H—well conformations have few steric clashes and the hydroxymethyl group can undergo
relatively unhindered rotation. Thus, removal of the dependence on intramolecular hy-
drogen bond formation results in considerable broadening of this well in solution. The 2
kcal /mol contour line in solution encompasses the region of the cellobiose and cellulose
crystal structures and also extends to the postulated cello—oligomer solution structure
of ¢,1) =45°-38°36 In a sense, a crystal environment can be considered to be a “solu-

tion” which stabilises the H-conformation through hydrogen bonding interactions with
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100

Figure 7.7: PMF ¢, 1) energy surfaces for cellotetraose in vacuum. Contours appear at 1 kcal
intervals above the global energy minimum. The first contour at 1 kcal/mol is dashed. Contours

higher than 12 kcal/mol above the global minimum are not shown.

surrounding molecules.

The J-minimum has a similar morphology in solution as compared to vacuum, but
is higher in energy. This leads to the conclusion that the extent of this narrow well is
determined by steric clashes between the primary alcohols and the adjacent rings and not
by the range of intra-molecular hydrogen bonds.

The 7 PMFs (Figure 7.9) and their corresponding population distributions (Figure
7.10) calculated for cellobiose give a 1D depiction of the change in the free energy surface
upon solvation. The relationship between the 7 dihedral and the minima in the 2D PMF
vacuum for cellobiose is illustrated in Figure 7.8. The reversal of the H and J-well energies
and populations is clear from a comparison of the vacuum and solution 7 PMF curves. In
all cases, the population of the J-region is greater than the K-region, supporting Stevens
and Sathyanarayana’s assertion that the J-region is more likely as a bend conformation
in cellulose.

A shift of the global energy minimum from the J-well to the H-well with concomitant
broadening of the H-well is also apparent in the ¢,20 PMF for the central glycosidic
linkage in B-cellotetraose. In addition, on this surface the K-well minimum has shifted
from around ¢, =50, -160 to 15, -175 — a change which is obvious in a comparison
of the 7 PMFs and population distributions for cellobiose and cellotetraose shown in
Figures 7.9 and 7.10 respectively. Glycosidic linkages in either exclusively J- or K-region

conformations produce a semi-circular molecular configuration for cellotetraose, stabilised
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Figure 7.8: Diagram of the relationship between the —cellobiose ¢,%) vacuum PMF and the 7
PMF.
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TIP3P —
cellotetraose ------

-100 0

Figure 7.9: PMF surfaces for 7 dihedral in S—cellobiose in vacuum and solution and cellotetraose
in vacuum obtained from the ¢,y populations. The graphs are shown relative to their global
energy minima, with the energy in kcal/mol. Regions corresponding to the H, I, J and K minima

on the ¢, maps are indicated.
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Figure 7.10: Normalised populations for 7 dihedral in S—cellobiose in vacuum and solution and
cellotetraose in vacuum obtained from the ¢,1) populations. Regions corresponding to the H, I,

J and K minima on the ¢,1) maps are indicated.
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Figure 7.11: A “bent” conformation of cellotetraose, with the central linkage in a K-well

conformation and the outside linkages in an H-well conformations.

by Oy-Oj intraresidue hydrogen bonds. These are analogous to the circular a(l1—4)-
linked cyclodextrins. However, these conformations are not considered in the cellotetraose
PMF. The calculation considered the central glycosidic linkage and allowed the adjacent
linkages to relax from their original ¢,v = 0,0 conformations. As there was no applied
umbrella potential to drive the outer linkages over an energy barrier into either the J-—
or K- well, these remained within the general H/I region throughout the entire PMF
calculation. Therefore, the J and K regions in the cellotetraose PMF correspond to “bent”
conformations of the molecule, as shown in Figure 7.11. Repetition of H- and [-well
conformations produces straight chains with a helical twist (Figure 7.12). The ¢, v» PMF
in cellotetraose thus shows the relative energy of “bent” versus “straight” conformations.
Staight conformations from the H-well are favoured in cellotetraose because of the absence
of steric clashes and the presence of an O3-Oj stabilising hydrogen bond. The range of
the H—well in celloteraose accords well with a recent potential energy surface calculated
for the region of a range of cello—oligomer crystal structures.?* In addition, the energy
barrier between the H— and I-wells is also lowered in cellotetraose. Judging from the

cellobiose solution PMF, this effect is likely to be reinforced upon solvation.

The PMFs obtained for cellobiose and cellotetraose have implications for the structure
of cellulose in vacuum and solution. If one considers only regularly repeating structures,
the four minima on the cellobiose free energy surface result in four possible structures
for a cellulose strand. However, although small oligomers may form circular J- or K-

well conformations, steric clashes make these conformations highly improbable for longer
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Figure 7.12: A “straight” conformation of cellotetraose, with linkage conformations taken from
the H-well.

strands. In addition, all the cellobiose and cellulose crystal structures have glycosidic
torsion angles in the H-region, indicating no experimental evidence for J— and K-well
bend conformations. However, these could potentially occur in solution.

Glycosidic linkage conformations taken exclusively from the H-well result in a ribbon
structure with a more or less—pronounced left—-handed helical twist. The I-well results
in a right-handed helix. These have not been seen in the crystal structures available,
but could potentially be of importance in amorphous glasses. Solvation and additional

monomers favour the H-well.

7.3.2 Stretching Simulation

The force—extension curve produced by the stretching simulation of g-cellododecaose
appears in Figure 7.13. This is plotted on the same range as amylose to enable direct
comparison of the curves. The cellulose simulation shows minimal elasticity in comparison
with amylose, with a total increase in length over the course of the simulation of less than
10%. No chair-to-boat transitions of pyranose rings occurred throughout the course
of the simulation. The stretching curve is comparable to that produced by experiment
(Figure 7.2). However, as the simulation was begun from a fairly extended structure
corresponding to that in a crystal environment, the graph lacks the initial rapid extension
seen in the experimental curve.

On closer examination, magnification of the curve allows for identification of a tran-
sition at just over 1000 pN (see inset in Figure 7.13). This transition is not seen in the
experimental curve, either because it is so slight, or because it does not occur in solution.
The transition is caused by rotation of the glycosidic linkage torsion angles from an H-
well conformation (where the simulation was started) to an I-well conformation, which
produces a slight lengthening of the chain. Evidence for this transition is provided by the
plots of the ¢, ¢ distribution during the simulation shown in Figure 7.15. Figure 7.15

(a) shows super—imposed ¢,1 time series plots for all 11 glycosidic linkages throughout
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normalised r
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Figure 7.13: The force-extension curve produced by the cellododecaose stretching simulation
(——). The end-to—end distance (r) is normalised by dividing by the final end—to—end distance
at 2500 pN and is displayed on the same scale as the amylose force—extension curve (shown as

a dotted line). The inset shows a magnification of the cellododecaose curve at point A.
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Figure 7.14: PMF calculated from the distributions produced by the first 36 steps (up to an
applied stretching force of 1000 pN) of the cellododecaose stretching simulation. The end-to—end

distance (r) is normalised as in Figure 7.13.
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Figure 7.15: Superimposed time series of all the ¢, 9 angles in the stretching simulation of

cellododecaose for: (a) the entire simulation (b) the simulation below 850 pN (c) the simulation

above 1300 pN.
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7.4. Conclusions

the course of the run. The time series for the first part of the simulation, before the
transition [Figure 7.15 (b)] shows motion limited to the H-well, while after the transition
it is chiefly in the I-well [Figure 7.15 (c)]. This transition mechanism may have relevance
to the possible molecular origin of the  relaxation processes occurring in dry, amorphous
cellulose, which have been suggested to arise from localised motions of the main chain
segments.>

It is clear from the time series distribution in Figure 7.15 that motion of the glycosidic
linkages is limited to the H- and I-wells and that the J— and K—wells are not visited at
all. If these wells were at all energetically favourable, it is expected that the additional
energy provided to the cellulose molecule by the stretching force would result in them
being explored occasionally during the course of the 500 ns simulation. This is not the
case. Therefore, although the J-well and K-well may be present to a significant extent in
the B(1—4)-linked cellobiose, they seem to be highly disfavoured in the cellulose polymer
itself. However, compression of the polymer is likely to make the more compact “bend”

conformations more favourable.

7.4 Conclusions

The PMF calculations for S—cellobiose and S—cellotetraose showed that, while the ¢,y =
180,0 conformation is the lowest in energy for the disaccharide, the addition of either water
as a solvent or adjacent residues to the chain favours the region of the cello-oligomer
crystal conformations. In addition, although the ¢, ¥» PMFs in vacuum and solution
clearly show that the §(1—4)-linkage in cellobiose is more flexible than the a(1—4)-
linkage, the range of motion is diminished for the central linkage of cellotetraose and the
early stages of stretching of cellododecaose showed only the H-well to be significantly
occupied. Thus, the cumulative effect of additional units is to considerably restrict the
low—energy regions of the 5(1—4)-linkage, resulting in the inelasticity of the cellulose
polymer. It is interesting that this effect is seen in a single isolated strand of cellulose
without any of the packing effects that have been postulated to cause the strength, rigidity
and immobility of cellulose.

The force—extension curve calculated from the stretching simulation of cellododecaose
is similar to that produced by AFM experiments on cellulose. The simulated experiment
showed a previously unidentified slight transition in the cellulose stretching curve at high
forces. This feature was produced by a shift of the glycosidic linkage conformations, from
the H- to the I-well, and may have implications for relaxation processes occurring in

cellulose.
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Chapter 8

The a(1—1)a and the a(1—6)
Glycosidic Linkages

8.1 Introduction

The methods developed in this thesis for determining the conformational free energy and
physical properties of the glycosidic linkages have thus far been applied exclusively to the
a and S forms of the (1—4) linkage. This penultimate chapter extends the investigation
to two other glycosidic linkages: the a(1—1)a and the a(1—6) linkages. These two
linkages were chosen as they represent both the least flexible (a(1—1)«a) and most flexible
(a(1—6)) of the glucan glycosidic linkages.

The non-reducing disaccharide «,a-trehalose (a~D-Glc—(1-1)-a-D-Glc) is produced
by joining two a—D-glucose rings with a (1—1) linkage (Figure 8.1). This molecule is of
interest principally because it is the most potently active cryoprotective and antidessicant
disaccharide known. It is the major blood sugar in most insects and is found in large
concentrations in a variety of organisms adapted to periods of cold and drought, such as
Baker’s yeast. The «,a—trehalose disaccharide is naturally far more abundant than its

«,—trehalose and [3,5-trehalose isomers and will be referred to here simply as trehalose.

There has been considerable interest in the structure of trehalose and the molecu-
lar reasons for its cryoprotective properties. This disaccharide is known to be relatively
rigid, as the combination of two axial bonds together with the close proximity of the
hydroxymethyl groups drastically reduces the conformational space available to its gly-
cosidic linkage. The glycosidic linkage conformation in trehalose is described by the ¢
and ¢ dihedral angles, though in this case the two angles are symmetrically equivalent.

20,131

Crystal structures and solution experiments'®? 17617 have shown trehalose to adopt
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Figure 8.1: A three-dimensional structure of the a,« trehalose disaccharide, showing the atomic

naming scheme.

a single conformation. This is supported by several computational studies, particularly

81,143,177, 295

MM adiabatic map calculations and simulations of trehalose in aqueous solu-

78,81, 1447146, 177 \which also indicate that this carbohydrate adopts a single conformation

tion,
in both vacuum and solution.

Most simulations of trehalose in solution were performed chiefly to investigate the
effects that this molecule has on the water solvent, with the aim of explaining its an-
tidessicant properties. Analysis of trehalose simulations in water by Liu et. al found that
it imposes structure on the surrounding water molecules, which extends as far as the third
hydration shell.'”” Another study found that the hydration states of trehalose in the solid

and liquid state were similar.’!

The «(1—6) linkage is present in the disaccharide isomaltose (a-D-Glc—(1-6)-a-D—
Glc). This linkage forms the backbone of the polyglucan dextran and the branch points
that distinguish amylopectin from the purely a(1—4)-linked amylose polysaccharide. The
a(1—6)-linkage comprises three bonds, the additional bond being the source of its flexi-
bility. Rotation about the three bonds is described by the ¢¢, s and wg dihedral angles
(Section 1.1.2):

¢s = 05 — C1 — O, — C
¢6201—01—Cé—0/5
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Figure 8.2: The isomaltose disaccharide, showing the atomic naming scheme and the ¢g, 1

and wg dihedral angles.

U)6201_Cé_0é_0g

Note that ¢g and 15 are defined slightly differently to the other ¢ and v dihedral angles
in this thesis, in keeping with prior definitions.’” The definition of w® is essentially the
same as the definition of w* in Equation 1.2 and this bond has the same gg, gt and tg
minimum energy conformations found for the hydroxymethyl group in glucose. Because
of the extra dimension that a third dihedral angle brings to an adiabatic map, only a
few studies have attempted to chart the conformational space available to the a(1—6)
linkage.2%6:297

Dielectric experiments on the a(1—6)-linked dextran polysaccharide show two sub—
T, mechanical relaxations, a y-relaxation with an activation energy of 32 kJ/mol (7.4
kcal/mol) and a (-relaxation with activation energy 82 kJ/mol (20 kcal/mol).? In dex-
tran, which has no hydroxymethyl group, the S and vy-relaxations are attributed to
motions of the main chain segments and to hydroxyl group rotations respectively.> The
strength of the S-relaxation of dextran is affected by water, but to a lesser extent than
in cellulose.

AFM stretching experiments on dextran in solution show a characteristic discontinuity
near 1000 pN, as shown in Figure 8.3.°1:°% 121 Simulations of the stretching of a five—unit
segment of dextran in water found the main contribution to elasticity at low forces to
stem from a twist of the Cs—Cg bond that results in elongation of the filaments, with the
discontinuity caused by an (unspecified) flip of the C5—~Cs bond.”® The elasticity of the
dextran filaments after the transition was proposed to be dominated by the bending of

bond angles. However, Marszalek et al. recently suggested that transition of the C5-Cj
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Figure 8.3: The force-extension curve for dextran, reproduced from Marszalek et al.>> The

insets show the a—D—glycopyranose ring and the transition region at high resolution.

bond (from either a gg or gt orientation to tg) occurs earlier in the curve, in the range
of 200 to 400 pN, and that the transition observed at 1000 pN is due to a chair-to-boat
transformation of the glucose residues.®® They proposed the final high energy region to

be dominated by the bending of bond angles.

In this chapter, the free energy surfaces for the glycosidic linkages in the trehalose and
isomaltose disaccharides are explored. Two-dimensional ¢, {» PMFs for trehalose were
calculated in vacuum and solution in order to establish the minimum energy conformation
of this molecule and the range of low—energy conformations available to it. As in the case
of maltose and cellobiose, 1D PMF's of the 7 pseudo dihedral angle in vacuum and solution
were calculated from the 2D ¢,i) PMFs. The conformational freedom of the isomaltose
disaccharide was determined using a novel 2D PMF calculated for the a(1—6)-linkage
in vacuum. Though valuable, three-dimensional maps remain difficult to visualise and
the free energy surface is much easier to picture if collapsed into two dimensions. This is
possible if the ¢g dihedral angle is ignored and the PMF calculated simply as a function
of 1¥¢ and wg. This measure can be justified by the fact that the ¢¢ is known to be
inflexible due to the ero—anomeric effect: of the seven energy minima previously identified,
the lowest six had the same ¢ value of 80° (see Table 8.1). This PMF calculation for
isomaltose was performed in vacuum only because of the long simulations times required
to average over all the low—energy ¢ conformations. Finally, simulations of the stretching
of dextran were performed in order to clarify which molecular events cause the transition

in the measured force—extension curve.
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8.2 Methods

8.3 2D ¢, v PMF Calculations

The 2D ¢, v PMF for trehalose in vacuum and solution and the 2D 15, wg PMF for
isomaltose in vacuum were calculated using the iterative adaptive umbrella sampling
method described in Section 3.5.

In each case, the 360°x360° umbrella potential surface for the two glycosidic linkage
dihedral angles was represented as a two—dimensional grid of points, with a grid separation
of 2.5°. At each integration step of a simulation, the biasing potential energy to be
applied to the current ¢, v position was calculated from a cubic spline of the umbrella
energy surface. After each simulation, a two-dimensional ¢, v distribution histogram
was calculated by summing the number of configurations in each 2.5°x2.5° bin over the
production phase of the trajectory. The WHAM procedure was then applied, using a
tolerance value of 0.001, to obtain an optimum combination of the all the simulations
distributions and thus the next estimate of the PMF. This PMF surface was extrapolated
into unexplored regions by setting unsampled bins to the maximum value of the sampled
bins, treating the border regions as described in Section 3.4. The resultant PMF surface
was smoothed three times using Equation 3.9. Subsequently, regions in the 2D ¢, vy PMF
associated with high—energy steric clashes of the atoms were removed. This was done by
setting any bin in the PMF with an energy value greater than a predetermined cut—off of
20 kcal/mol to the cutoff value. The umbrella potential for the next simulation was set
to the negative of this PMF estimate.

Each umbrella simulation began with an equilibrium phase of 500 ps, followed by a
production phase ranging from 2 to 20 ns in length. Only the production phase was used
to calculate the simulation distribution. Successive simulations in a series were gradually
run for longer periods as the PMF estimates improved and more of the phase space was
explored. The first simulation in each series was started from a minimised and equili-
brated coordinate set and performed with a flat umbrella potential surface. Subsequent
simulations were begun from the final conformation of the previous simulation, to facili-
tate gradual exploration of the whole of conformational space. After every 8 simulations,
the next simulation was begun from the original equilibrated starting configuration. Con-
vergence of the whole adaptive umbrella sampling procedure was defined to occur when,
for a single simulation, every bin k in n;; in the ¢, 1) range of interest was occupied at
least once. Up to 200 simulations were used to obtain the final PMF, but at any time

not more than the latest 50 distributions were used to estimate the next PMF'; earlier
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simulations were gradually discarded as new, more extensive distributions were produced.
A total of approximately 500 ns of simulation time was required to produce each of the
final PMF surfaces.

The 1D 7 PMF for trehalose and the wg PMF for isomaltose were calculated as de-
scribed in Chapter 5 by summing the populations obtained from the corresponding 2D ¢,
¥ PMFs and applying Equation 3.1.

8.4 Oligosaccharide Stretching Simulations

A 12-unit strand was found to be of sufficient length for the dextran stretching simu-
lations. Six conformations of a S—dextradodecaose strand were stretched by applying
equal, but opposite, forces to the terminal O; and Og atoms at the reducing and non—
reducing ends of the chain respectively. The force was applied using the method outlined

in Chapter 3. The simulations were performed in vacuum.

To investigate the effect of the starting structure on the final force—extension curve, six
stretching simulations were performed in vacuum with different starting structures. Six
initial starting structures were built, each using dihedral angle conformations taken ex-
clusively from one of the six minimum energy wells previously identified.5” This produced

six different regularly repeating conformations, which are described in Table 8.1.

The simulations were all begun with a non-zero force of 55.58 pN, to prevent the
molecules from collapsing in the vacuum. During the course of the simulations, the
stretching protocol involved ramping the force by 27.79 pN (0.4 kcal.mol_l.A_l) every H
ns, up to a maximum force of 3000 pN. This corresponds to a ramping rate of 5.58 pN/ns.
AS was the case with the celluose oligosaccharide, the dextran fragments were found to
require much less equilibration time than was necessary for the 18-unit amylose strand
to achieve curves comparable with experiment. Each 5 ns simulation step consisted of
1 ns of equilibration, followed by 5 ns of data collection. A total of 100 ramping steps
were applied during the course of each 500 ns stretching simulation. Force-extension
relationships for the various simulations were obtained by plotting the average extension
during each production step against the applied force. The curves were normalised by
dividing the length of the molecule by the maximum extension achieved by the end of the

simulation (76 A) and the resultant stretching curves compared to each other.
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8.4.1 Simulation Conditions

Molecular dynamics simulations were performed using the program CHARMM?*?? (version
27b1), with modifications incorporated into the USERE module in order to implement
both the two-dimensional adaptive umbrella sampling PMF calculations and the stretch-
ing simulations. The CSFF carbohydrate parameter set (Chapter 4) for the CHARMM
force field was used to represent the carbohydrate molecules in all the simulations. The
TIP3P model was used to represent water.

For the solution simulations, the trehalose disaccharide was placed in a previously
equilibrated cube of 512 TIP3P waters. Solvent water molecules that overlapped with the
solute molecule were removed and the system was equilibrated for 500 ps. The solution
simulation surrounded the trehalose disaccharide with 489 TIP3P water molecules?*® in
a cube of length 24.64 A. This gives a density of 1.013 g/cm®. The cube was subjected
to minimum image periodic boundary conditions to eliminate edge effects.

Initial velocities for the atoms were selected at random from a Boltzmann distribution
at 300 K. All simulations were performed in the canonical ensemble (constant n,V,T),
using stochastic Langevin dynamics with a frictional coefficient of 62.5 to maintain a
constant temperature of 300 K. The equations of motion were integrated using a Leap-Frog
Verlet integrator?>® with a step size of 1 fs. The SHAKE algorithm?®® was used to fix the
length of bonds involving hydrogen atoms and the water molecule geometry throughout
each simulation. Non-bonded interactions were truncated using a switching function
applied on a neutral group basis between 10.0 and 12.0 A. The groups corresponded
to electrically neutral collections of atoms in the carbohydrate molecules and entire water

molecules for the solvent.

8.5 Results

8.5.1 The a(1—1)a linkage

The vacuum PMF for trehalose, shown in Figure 8.4 (a), has a symmetrical shape similar
to published adiabatic maps, the diagonal symmetry of the map being a consequence of
the molecular symmetry. The global energy minimum is situated at ¢,y = -40.0°,-42.5°
on the vacuum map and ¢, 1) = -45.0°,-45.0° on the solution map. Crystal structures of
trehalose show an asymmetric extended conformation with ¢, ) = -58°,-45°; which is sta-
bilised by an Og—0) hydrogen bond with the primary alcohols in gt conformations.?’ 13!
Experiments in solution have revealed similar conformations: optical rotation experiments

show ¢, = -60°,-60° £5°132176 and NMR proton-carbon coupling measurements have
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Figure 8.4: Contoured ¢, free energy surfaces for trehalose (a) in vacuum and (b) TIP3P
water solution. In each case, contours appear at 1 kcal/mol intervals above the global energy
minimum, to a maximum of 12 kcal/mol. Contours higher than this are not shown. The 1

kcal/mol contour is shown as a dashed line.
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Figure 8.5: PMF surfaces for the a,a—trehalose 7 dihedral in vacuum and solution obtained
from the ¢,1) populations. The graphs are shown relative to their global energy minima, with

the energy in kcal/mol.

¢, 1) = -41°,-41° +5°.1"® Therefore, the global minima for both the vacuum and solution
PMFs are in the region of the crystal and solution structures. Adiabatic maps calculated
for trehalose using the MM3'4? and MM2CARB?% force fields have also identified this
region as the global energy minimum. However, both of the previously published adi-

8L177 contradict experimental data

abatic map calculations using CHARMM force fields
in placing the global minimum energy configuration near ¢, = 60°,60°. In particular,
the minimum energy structure identified using the HGFB force field had the primary
alcohols in the tg conformation.'” As Chapter 4 showed the HGFB force field to favour
the tg conformation, this suggests that accurate parameterisation of the primary alcohol
is necessary for identification of the correct global energy minimum in trehalose.

The solution and vacuum PMFs for trehalose are remarkably similar. In contrast
to the (1—4)-linked disaccharides discussed in previous chapters, the glycosidic linkage
conformation of trehalose is largely unaffected by the surrounding water molecules. The
similarities between the solution and vacuum free energy surfaces for trehalose can be
easily seen in a comparison of the 1D 7 PMF's for solution and vacuum shown in Figure
8.5. Solvation increases the preference for the central energy region by slightly raising the
energy of the high valleys at ¢,v = 30°, 30° and ¢, = 65°, 65°. These more compact
conformations are sterically strained and their stabilising interresidue hydrogen bonds are
disrupted by the aqueous solution. Trehalose is thus quite rigid in water. This results in
the location of the oxygen atoms being essentially fixed in relation to one another, which
may result in the structure that MD simulations have shown trehalose to impose on the

surrounding water solution.
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Figure 8.6: Contoured 2D 15, wg free energy surface for isomaltose in vacuum. Contours

appear at 1 kcal/mol intervals above the global energy minimum, to a maximum of 12 kcal/mol.

Contours higher than this are not shown. The location of the six previously identified minimum
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energy conformations®’ are marked A to F on the map.

8.5.2 The «(1—6) linkage

The 2D 15, wg PMF for isomaltose is shown in Figure 8.6. This figure has been shifted
from the usual range of -180° to 180° to a 0° to 360° range, so that the minimum regions
fall in the centre of the map. A recent four—dimensional adiabatic map conformation
analysis of the a(1—6) linkage identified six low—energy conformations for isomaltose.?”
These are listed in Table 8.1 and are marked on the PMF surface. The energy surface
has two minimum energy regions, which are fairly flexible in the s dimension, separated
by an 8 kcal/mol energy barrier. The relative energies of the three wg minima and the
energy barriers between them are more easily seen in the 1D wg PMF, shown in Figure
8.7. One region is at wg = 55° (corresponding to a gg conformation) and the other at
we = 180° (corresponding to a gt conformation). The global minimum occurs at g, we
= 180°, 55°, though this is only very slightly higher than the gt minimum. The barrier
heights between the minima in the 1D wg PMF are between 7 and 10 kcal/mol. This is
close to the activation energy of the v mechanical relaxation measured in dextran (7.4
kcal/mol).? Therefore, this relaxation could be caused by rotations of the ws dihedral
and not the suggested hydroxyl group rotations. The stronger S-relaxation (20 kcal/mol)
could possibly be related to rotation of the less flexible ¢¢ or s dihedral angles.

When repeated, the six minimum energy glycosidic linkage conformations identified

for the isomaltose «(1—6) linkage produce quite different structures for the 12—unit dex-
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Figure 8.7: A 1D vacuum PMF surface for the wg dihedral angle in isomaltose, obtained from
the ¢, wg populations. The graph is shown relative to the global energy minimum, with the

energy in kcal/mol.

Dihedral angles
b6 | Vs we d(A) | r (A) Description Designation
80 | 180 | 180 (gt) | 6.13 42 flattened, broad helix A
80 | 180 | 60 (gg) | 8.09 52 kinked strand B
80 | -120 | 200 (gt) | 2.80 25 | compressed, angular helix C
80 | 100 | 40 (gg) | 8.26 32 broad helix D
80 | 80 | 200 (gt)| 9.13 | 50 twisted ribbon E
140 | 180 | 60 (gg) | 8.51 57 stretched rope F

Table 8.1: The six minimum energy conformations previously identified for isomaltose (A-F)
with their corresponding O1—0Og distances in each residue (d). Measured O1—Og end—to—end
distances (r) for 12—unit dextradodecaose molecules built with all linkages in each conformation

are included together with a description of the resultant molecular conformation.
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normalised r
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Figure 8.8: Calculated force—extension curves for dextran conformations from the A (———) and
B (———) wells. Curves are normalised by dividing by the maximum extension achieved by the

end of the simulation (=76 A). The dotted line shows the estimated zero point for a simulation

in aqueous solution.

tradodecaose strand. These structures are described and their approximate end—to—end
distances listed in Table 8.1. Stretching of the six different starting structures resulted in
two general types of curve — one with three identifiable domains and the other with four.
Examples of each are shown in Figure 8.8. The curve marked A’ was generated from an
A-well starting conformation (as shown in Figure 8.9 (a)). However, similar curves were
produced from all starting structures in which the w dihedral was in the gt conformation
(i.e. the A, C and E conformations). Similarly, the curve marked 'B’, though produced
from a B-well starting structure (Figure 8.9 (b)), corresponds to starting structures with
a gg conformation (i.e. B, D and F conformations). The B curve has a small transition
at approximately 1200 pN, whereas the A curve shows a dramatic transition at about
900 pN and another smaller one at 1400 pN. The force required to bring about a transi-
tion in the B—curve is 200 pN higher than in the measured experimental curve, which is
about the same discrepancy as found for amylose in Chapter 6. As discussed in Chapter
6, this can be attributed to the faster ramping rate used in the simulation as compared
to experiment, the fact that the simulation is performed in vacuum and the possiblility
that the curves are not converged due to sampling limitations. Nevertheless, the B—curve
matches quite closely with the experimental profile shown in Figure 8.3. This implies
that the structure of dextran in solution falls within the B, D and F structures. This is

in agreement with the results for the hydroxymethyl group discussed in Chapter 4, where
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(a) (b)

Figure 8.9: Dextradodecaose in an (a) A—well conformation and (b) B—well conformation.

157



8.6. Conclusions

solvation was shown to favour the gg conformation. In addition, the B—structure itself
is the most extended of the minimum energy structures and Chapter 6 showed solution
to favour more extended conformations of amylose. If, assuming that the dodecadextran
strand would elongate rapidly at low force in solution, the initial force required to extend
the molecule is subtracted from the B—curve (= 250 pN, as shown by the dotted line in
Figure 8.8), the force at transition corresponds quite closely to experiment.

The discontinuity in the experimental curve at 1000 pN has recently been identified
as being caused by chair—to—boat transitions of the pyranose rings in dextran.’® However,
analysis of the dynamics simulations contradicts this finding: the 1200 pN transition in
the B—curve for dextran was instead found to be associated with rotation of the Cs—Cj
dihedral angles from the gg to the tg conformation. In the case of the A—curve, the 900
pN discontinuity was associated with an wg rotation from the gt to the gg conformation
and that at 1200 pN with another rotation to the final tg conformation. In each case,
chair-to-boat transitions began only after the linkages were in their maximum extension
tg orientation and continued in an anti-cooperative fashion until completion at 3000 pN.

Rotation of the wg dihedral to the tg conformation occurs because this is the most
extended conformation for the a(1—6)-linkage and thus temporarily relieves strain on the
molecular bonds and angles. As tg is the most disfavoured of the three wg minima and has
a large energy barrier separating it from either of the other two low—energy conformations,
this transition only occurs under force. In the case of the A—curve, the gt to gg rotation
occurs for similar reasons; the gg orientation is more extended than the gt conformation,
but force is required to overcome the energy barrier between them. The force required
to bring about the gg to gg rotation could be lowered in solution: previous studies have
shown isomaltose to explore a broader region of conformational space in solution than in

vacuum.®”

8.6 Conclusions

The global energy minimum found for the trehalose disaccharide has the same location
in vacuum as in solution. Encouraging support for the correct parameterisation of the
hydroxymethyl dihedral angles is given by the fact that this is the first CHARMM force
field to produce a minimum energy conformation in agreement with crystal structures
and NMR solution experiments. Comparison of the solution and vacuum PMF's showed
that the conformation of trehalose is largely unaffected by water, in contrast to the (1—4)
disaccharides investigated in this thesis. Trehalose also has a very limited range of motion

about the minimum energy conformation in both vacuum and solution. This rigidity in

158



Chapter 8. The a/(1—1)a and the a(1—6) Glycosidic Linkages

solution may provide a clue as to the origin of trehalose’s marked cryoprotective properties.
An interesting point is that the flexibility of the three disaccharides investigated in solution
in this work increases (trehalose < maltose < cellobiose) as their cryoprotective abilities
decrease (trehalose > maltose > cellobiose).

The 2D PMF for the isomaltose disaccharide gives a view of the energy barriers be-
tween the three wg low energy conformations. On the basis of height of these barriers, it
is suggested that the y-relaxation measured for dextran could be caused by rotations of
the wg dihedral and not the proposed hydroxyl group rotations. In addition, the isomal-
tose PMF surface was found to be valuable for interpreting the glycosidic linkage motions
that occurred in the stretching simulations of a dextradodecaose strand. Force-extension
curves showing a profile similar to the experimental curve were produced from starting
structures with the wg dihedral in the gg conformation, but not from conformations with
we dihedral in the gt conformation. This implies that the gg orientation predominates in
solution. The transition in the dextran curve was found to be caused by a rotation of the
Cs-Cg bond, in agreement with the original study of Rief et al. Moreover, the C5-Cg rota-
tion was determined to be specifically associated with transition of the wg torsion angles
from gg to tg conformations. Though energetically unfavourable under normal conditions,
the tg orientation of this bond leads to the most extended overall conformation of the
dextradodecaose molecule. Anticooperative chair-to-boat transitions of the pyranose rings
only occurred at very high stretching forces. Therefore the force extension profile of dex-
tran is determined chiefly by the rotational properties of the a(1—6) glycosidic linkage.
This study thus further demonstrates the power of free energy simulations used in con-
junction with stretching simulations for identifying the molecular events that determine
macromolecular behaviour and hence physical properties. In addition, the reproduction
of the experimental transition at approximately the experimental force provides further

support for the correct parameterisation of the primary alcohol dihedral angle.
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Chapter 9
Final Conclusions and Future Work

In this thesis, free energy calculations using an adaptive umbrella sampling method were
developed and employed to establish the conformational freedom of selected carbohy-
drates. Two principal types of potential of mean force calculation were used: free en-
ergy calculations for rotations about dihedral angles (both one- and two-dimensional)
and end-to—end distance free energy calculations for the extension and compression of
oligosaccharide strands. In addition, novel one-dimensional representations of two-bond
glycosidic linkages (and two-dimensional representations of three-bond glycosidic link-
ages) and a new method for simulating the AFM stretching of single molecules were
developed.

One-dimensional PMFs for rotation about the hydroxymethyl group in S-glucose and
B-galactose were used to validate the reparameterisation of the hydroxymethyl group.
These PMFs confirm that the adjusted force field exhibits equilibrium primary alcohol
populations as well as rotational frequencies for glucose and galactose that are consis-
tent with experimental evidence. Normal mode calculations on a-D-glucose also showed
the force field to be satisfactory. Simulations of atomic force microscopy stretching ex-
periments on amylose, dextran and cellulose produced force-extension curves remarkably
similar to those obtained from AFM, further indicating the reliability of the force field.
This is particularly encouraging in the case of the dextran polymer, which has a a(1—6)-
linkage through the hydroxymethyl group. Further corroboration was obtained from the
trehalose PMF calculation: this is the first CHARMM force field to correctly identify
the minimum energy structure, which requires the hydroxymethyl group to be in the gg
conformation.

The potential of mean force calculations provided a valuable characterisation of the
conformational space available to the a(1—4)-, 5(1—4)- and «a(1—1) glycosidic linkages in

both vacuum and solution and the «(1—6) linkage (in vacuum). These PMF calculations
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are the first complete ¢,20 PMF calculations to be performed on disaccharides in either
solution or vacuum. This achievement was made possible by several factors. Firstly, the
modification of the carbohydrate force field resulted in faster equilibration of the primary
and secondary alcohols. Secondly, the increased speed of parallel computer cluster used in
this study allowed for considerably longer simulation times than were previously possible.
Together, these two factors enabled the simulations to achieve the thorough sampling
of the primary and secondary hydroxyls that is necessary for generating representative
conformational distributions for the PMF calculations. Lastly, the development of a
successful adaptive umbrella sampling protocol, including procedures for extrapolation,
smoothing and identification of possible pitfalls, resulted in faster convergence of the PMF
calculations.

Though time-consuming to calculate, two—dimensional glycosidic linkage PMF's in
solution are particularly useful in that they can be compared with their corresponding
vacuum PMFs in order to quantify the effect of solvent on the conformational preferences
and the rate of conformational transitions of the linkage. Using this method, the free
energy surfaces (and thus the conformation and dynamics) of the a(1—4)— and B(1—4)-
linkages were both found to be profoundly affected by solvent. However, this was not the
case for the a(1—1)a-linkage in the disaccharide trehalose. The fact that this molecule is
remarkably unaffected by an aqueous solvent may provide a clue as to its cryoprotectant
properties.

The primary focus of this study was the a(1—4)-linkage. Comparison of the PMFs
for the glycosidic linkage in maltose and dixylose showed that the hydroxymethyl group
of the pyranose ring has a dramatic effect on the preferred conformations and dynamics
of the o(1—4)-linkage. In addition, calculation of the maltose PMF's in vacuum and solu-
tion allowed for extrapolation to the effects of solvent on the conformation and stretching
dynamics of the amylose polysaccharide. The proposed amylose conformation is in agree-
ment with previous suggestions that amylose has a solution conformation composed of
longish helical segments interspersed with non-helical segments. Amylose is expected to
display greater flexibility in solution and also an increased probability of ¢ dihedral angle
transitions. The dynamics behaviour of amylose was further investigated by calculation of
the the end-to-end distance PMF for a maltohexaose oligosaccharide. This indeed showed
1 transitions to have a marked effect on the dynamics and preferred conformation of the
strand. Transition of the ¢ dihedral angles from a syn to an anti: conformation alters the
maltohexaose chain conformation from a helix to a ribbon. In addition, an interesting
change occurs in the relative stabilities of the maltohexaose conformations, depending

on the extension of the maltohexaose molecule. At short extensions, the helical confor-
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mations are lower in energy than the ribbon conformations. However, as the molecule is
extended, the situation reverses and ribbon conformations predominate. Then, at extreme
extensions, helical conformations are favoured once more. This mechanism was further
illustrated by the simulation of the stretching of a 18—unit maltose oligomer. A similar
helix—ribbon—helix transition occurred during the stretching simulation and was identified
as being primarily responsible for the elastic response of the amylose polysaccharide to a
stretching force. The key finding of this study of the «(1—4)-linkage is that ¢ transitions
are more important to both the conformation and the dynamics of the amylose polymer
than is currently thought.

The (1—4)-linkage in cellobiose was found to be more flexible than the a(1—4)-
linkage in maltose. However, novel two-dimensional PMF's calculated in vacuum for the
central linkage in a tetramer showed the conformational freedom of the a/(1—4)-linkage to
be considerably less affected by the presence of adjacent glucose units that the g(1—4)-
linkage. The maltohexaose and maltose PMFs in vacuum were similar, leading to the
conclusion that the maltose molecule is a good model for the «(1—4)-linkage in oligo-
and polysaccharides. However, for the 3(1—4)-linkage, lengthening of the oligosaccharide
chain reduces the flexibility of the linkage and its preferred conformation. Therefore,
unlike maltose, the cellobiose disaccharide was found to be a poor model for the 3(1—4)-
linkage in an oligo— or polysaccharide.

The physical behaviour of three oligosaccharides (fragments of maltose, cellulose and
dextran) when subjected to a stretching force was investigated by simulations that repro-
duce the AFM experimental curves. These simulations provided insight into the molecular
behaviour of the polysaccharides subjected to tensile stress in atomistic detail unobtain-
able with current experimental techniques. Moreover, stretching simulations of oligosac-
charides employed in conjunction with free energy calculations of the component glycosidic
linkages were shown to be a powerful method for evaluating the preferred conformations,
dynamics and physical response of polysaccharide chains. For all three of the oligomers
studied, the free energy surface of the glucan linkage dimers was found to be essential for
rationalising the dynamic response of the oligosaccharide chains.

Overall, chair-to-boat transitions of the glucose rings were shown to play a smaller
role in determining polysaccharide elastic responses than was previously thought: the
chain dynamics of the three polysaccharide investigated - amylose, cellulose and dextran
- were are all dominated by glycosidic linkage transitions at forces below 1000pN. The
characteristic transition in the amylose and dextran curves, instead of being caused by
the postulated chair-to-boat transitions, were in both cases produced by glycosidic linkage

transitions between minimum energy wells. Chair-to-boat transitions did occur in amylose
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and dextran, but at higher forces than has been suggested. Therefore, the elasticity of
the polysaccharides was found to be chiefly determined by the glycosidic linkages.

Because of the broad scope of carbohydrate research, there are a multitude of avenues
available for future applications of the methodology developed in this thesis. One obvious
extension is the characterisation of other glycosidic linkages, such as the biologically-
important (1—3) and (1—2) linkages, and their associated polymers. The differences
between the axial and equatorial versions of other linkages can also be studied. For
example, a comparison could be made of the «(1—6)-linkage properties of isomaltose with
the fB-linkage in the disaccharide gentiobiose. Further stretching experiments could be
performed on the corresponding oligosaccharides to analyse their response to an applied
force. An example of a molecule to be investigate in this way is the a(l1—4)-linked
galactan, pectin, which shows two transitions in its force-extension curve. In addition,
the dynamic behaviour of heteropolysaccharides containing more than one type of linkage
could also be investigated.

The effect of solution on oligosaccharides could be explored more thoroughly by so-
lution simulations. However, free energy calculations remain computationally expensive
and the application of the PMF calculations developed here to larger solvated systems is
dependent on access to sufficiently large parallel systems. Alternatively, another possibil-
ity is to experiment with free energy calculations using a generalised solvent models to
see how effectively they reproduce the solution PMF.

One aspect of this study is that knowledge of the general conformational space for a
glycosidic linkage should assist in producing reduced models of carbohydrates, analogous
to those developed for peptides to investigate protein folding. The individual atoms and
bonds of a glucose ring could be replaced with rigid beads joined by flexible linkages,
rotation about which would be described by the calculated PMF surfaces for the par-
ticular glycosidic linkage. A suitable solution PMF would allow studies of this kind to

approximate the effect of solvent in a computationally inexpensive manner.

This thesis has shown that conformation and dynamic motion of the constituent gly-
cosidic linkages to a large extent determines the conformation, flexibility and dynamic
response of a polysaccharide. Therefore, knowledge of the free energy surface of the
glycosidic linkages and oligosaccharide strands is the key to understanding the micro—
and macroscopic properties of polysaccharides. Free energy calculations provide valuable

insight into the molecular details of dynamics motion and polymer properties and may
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ultimately allow for the identification of the molecular changes required to produce a
“designer” molecule with particular desirable properties for the food, biomedical, textile

or paper industries.
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Appendix A

Computed a-D-glucose vibrational

frequencies

1.276) " computed

Observed (Raman and infrared) frequencies (from Dauchez et a
vibrational frequencies (cm ') for the CSFF and PHLB force fields and an approx-

imate description of each mode of vibration for a-D-glucose.

Observed Calculated

frequencies frequencies

Raman IR CSFF PHLB Approximate potential energy distribution
41
49 48
59 60
70 70
76 77 74 7C5C¢ +CCO +CCC +CC
85 88 87 T7C5C6 + 7CCpye + CCC + OCC
92
101 98 103 117 7C5C¢ + CCO + CCC + CC
112 112
126
134 136 126 139 CCC + CC + CCO + COC + 7CCy¢ + 7C5Cs
142
152
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Table II. (continued)

Observed Calculated

frequencies frequencies

Raman IR CSFF PHLB Approximate potential energy distribution
155
184 188 186 186 C4C5Cp + C105C5 + C5C06 + CCO +CCryc
234 237 241 286 7C60 + 05C5Ce
255

277 270
292 290 294 309 7C303 + 7C5C +05C5C¢ +C4C5C6 +COH +CO +CC
312 309 326 OCC + 7C303 + 7C5Cq

318 327 7CO + CCO

335 337 CCO + 7CO + 7CC

350 355 357 CCO + CC + CO + 7CO

369 370 379 7CO + CCC +0CC + CC
400 399 395 407 7CO + OCOs5
411 412 408 413 CCO + CC + CO + C¢C50
426 430 436 445 CCO + CC + CO + 7CO
443 442 444 449 CCO + 0C105 + CC + 7CO + CO

469 472 CCC + CO + CCC + CCO + 7CO
497 513 519 CCO + CCC + CC + CO + 7CO
542 549 552 555 CCC + CO + CC + CO + 7CO (Cy)
559
580 572 574 572 CCO + CO + CC + CCC

615 618 610 615 0:C105 + 05CC + CO5C + CCO +CCC + CO +CC
657 645 682 683 0:C105 + 05CC + CO5C + CCO +CCC + CO +CC

773 775 734 736 OCC +CC

802 804 05CC + CO + CCC + CCO
842 840 845 857 C5CgH + HCGO + CO
916 917

930 935 CO + CC + CCC + COH
1004 995
1023 1033 1033 CO (Cg) + CgOH + HCgO +HCgH
1055 1045 1063 1065 CC + CO + HCC + HCO
1070 1072 1073 CO + CC + HCC + CCO
1078 1078 1077 1081 CO + HCO (c3)
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Chapter A. Computed a-D-glucose vibrational frequencies

Table II. (continued)

Observed Calculated
frequencies frequencies
Raman IR CSFF PHLB Approximate potential energy distribution
1105 1105 1100 1101 CCH + HCO + CO + CC
1113 1113 1109 1111 HCO (c1) + HCC + CO + CC + CCO
1123
1133 1145 1142 1146 HCC + CC
1153 1156 1163 CCO + CCC + CC 4+ CO + HCO + COH + HCC
1204 1202 1186 1188 HCC + OCC + HCO + CO
1226 1222 1217 1218 HCO + C;05 + C5Cs + CO + CCH + CCC
1248 1246 C105 +cb05 + HCgO +cbcbH + CCH +HCO
1264 1265 CCH +COH
1279 1275 1279 1282 COH +05CiH +CCH + CCO +C;0 +C;105 +C5CgH
1291 1293 COH +05CyH +CCH + CCO +C;0 +C;105 +C5C6H
1296 1295 1297 1301 COH +05C{H +CCH + CCO +C;0
1324 1324 COH + C;OH +05C;H +CCH + CCO
1332 1340 1331 1333 COH +05C;H +CCH + CCO
1338 1341 COH + CCH + HCO
1347 1351 1353 CsOH +HCgH
1372 1375
1407 1407 1389 1391 COH + HCO + CO
1440 1440 1422 1427 C5Cg¢H + HCgH + C4OH
1460 1460 1495 1497 HC¢H + HCsO + Cs06 + C5Cs
1515 1515 CO + CC + HCO + COH
1539 1539 CC + HCO + CO + CCH
1592 1592 CC + CO + HCO + HCC + CCC
1631 1628 CO + CC + HCO + OCC + CCC
1641 1641 CC 4+ CO 4+ HCO + HCC + OCC
1739 1738 CO 4+ CC 4+ CCC + HCO + CCH
1768 1766 CCC + CO + CC + HCO + OCC
2877 2885 2899 2899 Ce-H
2890 2898 2926 2926 C-H
2914 2920 2931 2931 C-H
2934 2934 C-H
2938 2939 C-H
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Table II. (continued)

Observed Calculated
frequencies frequencies
Raman IR CSFF PHLB Approximate potential energy distribution
2946 2947 2945 2945 C-H
2959 2958 2959 C-H
3100 3383 3685 O-H
3385 broad 3385 3688 O-H
3387 3689 O-H
3405 band 3389 3691 O-H
3415 3500 3393 3694 O-H
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Appendix B

CSFF CHARMM Topology File

3k 2k ok 3k 2k 3k 3k ok 2k k ok >k ok 2k ke ok %k k dk k ok k 2k ok k >k ok k 3k 3k ok >k k 3k 3k 3k ok %k 2k 2k ok >k >k dk 3k k 5k >k >k k 3k 3k ok >k 2k 3k 3k 5k %k %k k 5k >k 4k >k %k 5k %k %k *k ¥k

* CHARMM27 Carbohydrate topology file (CSFF_top.inp)
* for pyranose simulations
* Michelle Kuttel, J. W. Brady and Kevin J. Naidoo

*

Aug/Sep 2001

*

Modified from PHLB (Palma-Himmel-Liang-Brady) force field parameters:

* added CPS atom type and altered primary alcohol
* dihedral force constants from CTS values
* to lower energy the barriers to primary alcohol rotation

* Comments to Kevin J. Naidoo email:knaidoo,science.uct.ac.za

sk sk ok ok sk ke sk ok ok sk ke sk ok ok stk sk ok sk stk sk ok sk sk ke sk sk ke ok st ke sk ok sk sk ok sk sk ke ok stk sk ok sk sk ke sk sk ke sk st ke sk ok sk ok ok sk sk ok ok sk ke sk ok sk ok ok ok
*

27 1

!

lreferences

!

IPHLB force field precursor

!

'R. Palma and M. E. Himmel and G. Liang and J. W. Brady. "Molecular
!Mechanics Studies of Cellulases" in "Glycosyl Hydrolases in Biomass
!Conversion: ACS Symposium Series", published by ACS, 2001, editor
M. E. Himmel

!

'HBFB force field precursor

!

!S. N. Ha and A. Giammona and M. Field and J. W. Brady, "A revised
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!potential-energy surface for molecular studies of carbohydrates",
!Carbohydr. Res., 1988,180,207-221

MASS 4 HT 1.00800 ! TIP3P water hydrogen
MASS 56 0T 15.99940 ! TIP3P water oxygen

MASS 60 OSPC 15.99940 ! SPC water oxygen

MASS 61 HSPC 1.00800 ! SPC water hydrogen

MASS 73 HAS 1.00800 ! sugar aliphatic hydrogen
MASS 74 HOS 1.00800 ! sugar hydroxyl hydrogen
MASS 75 CTS 12.01100 ! sugar aliphatic carbon
MASS 76 OHS 15.99940 ! sugar hydroxy oxygen
MASS 78 CBS 12.01100 ! C1 in beta sugars

MASS 79 CPS 12.01100 ! primary alcohol carbon (CT3)
MASS 77 OES  15.99940 ! sugar ring oxygen

AUTOGENERATE angles dihedrals
! DEFAULTS for patching FIRST residue (with NTER) and LAST (with CTER)
DEFA FIRS NTER LAST CTER

VHESHEHHHH R AR HH R R BRI R R R R R R R
!

! CARBOHYDRATES

!

| RESHBHHHH B RHHHH AR RRRHHH R B R R R AR BRI H R R R R R RS H

e Residvwes _______________ ___ __ o _____
RESI AGLC 0.00000 ! 4C1 alpha-D-glucopyranose monomer
GROU !

ATOM C1  CTS 0.200 ! H61

ATOM H1  HAS 0.090 ! |

ATOM 01  OHS -0.660 ! H62-C6-06-H06

ATOM HO1 HOS 0.430 ! |

ATOM C5  CTS 0.250 ! H4 C5--05 01-HO1

ATOM H5  HAS 0.090 ! \/\N \ /

ATOM 05 OES -0.400 ! HO4-04-C4 H5 C1-H1

GROU ! \ /

ATOM C2  CTS 0.140 ! H3-C3--C2-02-H02

ATOM H2  HAS 0.090 ! | I
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Chapter B. CSFF CHARMM Topology File

ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
ATOM
BOND
BOND
BOND
BOND
BOND
DONO
DONO
DONO
DONO
DONO
ACCE
ACCE
ACCE
ACCE
ACCE
ACCE
!

IC
IC
IC

197

02
HO2

C3
H3
03
HO3

Cc4
H4
04
HO4

Cc6
H61
H62
06
HO6
C1
Cc2
Cc3
04
Cc6
HO1
HO2
HO3
HO4
HO6
01
02
03
04
05
06

01
01
02

0HS
HOS

CTS
HAS
0HS
HOS

CTS
HAS
OHS
HOS

CPS
HAS
HAS
OHS
HOS
01
H2
03
HO4
H62
01
02
03
04
06

Cc2
05
C3

*C1
*C1
*C2

.660
.430

0.140
0.090

.660
.430

0.140
0.090

.660
.430

0.050
0.090
0.090

c1
Cc2
03
C4
Cc6

.660
.430

H1
02
HO3
C5
06

01
02
Cc3
C5
06

R(IK)

1.3889
1.3889
1.4154

03 H2

I

HO3

HO1 C1
HO2 Cc2
Cc4 Cc4
H5 C5
HO6 C5

T(IKJ) PHI

109.35 -122.69
111.55 -121.57
112.27 -118.21

05
C3
H4
Cc6
05

T (JKL)
108.98
110.06
108.23

c1
C3
c4
Cc6

Cc2
H3
04
H61

R(KL)

1.0950
1.5340
1.0919



IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
PATC

RESI
GROU
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM

02
03
03
04
04
Ccé6
Cc6
06
06
05
Cc1
Cc2
Cc3
Cc4
C5
Cc4
05
Cc1
Cc2
C3
C5
FIRS

GLDO

C1
H1
01
HO1
C5
H5
05

Cc2
H2
02
HO2

C1
C4
Cc2
C5
C3
05
Cc4
H62
C5
C1
Cc2
C3
c4
C5
05
C5
C1
Cc2
Cc3
C4
Cc6

NONE LAST NONE

CTS
HAS
0HS
HOS
CTS
HAS
OES

CTS
HAS
0HS
HOS

*C2
*C3
*C3
*C4
*C4
*C5
*C5
*C6
*C6
Cc2
Cc3
C4
C5
05
C1
Cc6
01
02
03
04
06

0.00000

Cc3
H3
c4
H4
C5
H5
05
H61
H62
C3
C4
C5
05
C1
Cc2
06
HO1
HO2
HO3
HO4
HO6

0.200
0.090

.660

0.430
0.250
0.090

.400

0.140
0.090

.660
.430

! 4C1 6-deoxy alpha-D-glucopyranose monomer

.4154
.4157
.4157
.4252
.4252
.5099
.5099
.4132
.4132
.4254
.5340
.5253
5177
.5288
.4274
.5287
.4254
.5340
.5253
.5177
.5099

e e = = = T e e e e ST e N S T e e e

110.
110.
108.
110.
108.
108.
111.
110.
110.
110.
111.
109.
111.
108.
113.
111.
111.
110.
108.
108.
110.

H61
|

87
61
09
90
31
10
57
47
45
06
08
86
17
69
7
57
55
87
09
31
44

-12
12
12

-12

-12
11
11

-12

-12

-17
7
-10
-16
13
-14

H62-C6-H63

H4 C5--05

\ 7/ \

\ /

5.56
0.65
0.77
0.61
2.08
8.69
9.10
0.32
1.53
4.09
1.23
3.25
7.46
2.25
0.97
0.28
4.87
0.51
5.88
4.18
3.88

01-HO1

HO4-04-C4 H5 C1-H1

\

/

H3-C3--C2-02-H02

03 H2

111

111

111

111

.08
108.
109.
108.
.17
109.
108.
107.
108.
.08
109.
.17
108.
113.
110.
110.
107.
112.
112.
106.
107.

81
86
35

65
69
85
99

86

69
7
06
45
83
13
08
97
72

O O © O O K FH H B B 1B R R R sl Rl s e

.5263
.1068
5177
.1024
.5287
.1042
.4274
.0945
.0959
.5253
.5177
.5288
.4274
.4254
.5340
.4132
.9684
.9638
.9730
L9713
.9641
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Chapter B. CSFF CHARMM Topology File

GROU
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
BOND
BOND
BOND
BOND
BOND
DONO
DONO
DONO
DONO
ACCE
ACCE
ACCE
ACCE
ACCE
!

IC
IC
IC
IC
IC
IC
IC
IC

199

C3
H3
03
HO3

Cc4
H4
04
HO4

Cc6
H61
H62
H63
C1
Cc2
Cc3
04
Cc6
HO1
HO2
HO3
HO4
01
02
03
04
05

01
01
02
02
03
03
04
04

CTS
HAS
OHS
HOS

CTS
HAS
OHS
HOS

CPS
HAS
HAS
HAS
01
H2
03
HO4
H62
01
02
03
04

Cc2
05
C3
Cc1
C4
Cc2
C5
C3

*C1
*C1
*C2
*C2
*C3
*C3
*C4
*C4

0.140
0.090

.660
.430

0.140
0.090

.660
.430

.270
.090

0.090
0.090

c1
Cc2
03
Cc4
Cc6

H1
Cc2
H2
C3
H3
C4
H4
C5

H1
02
HO3
C5
H63

01
02
Cc3
C5
C5

R(IK)

.3889
.3889
.4154
.4154
.4157
.4157
.4252
.4252

L e

HO3

HO1
HO2
Cc4
H5
05

T(IK
109.
111.
112.
110.
110.
108.
110.
108.

N))
35
55
27
87
61
09
90
31

C1
Cc2
Cc4
C5

PHI

-122.
-121.
-118.
-125.

120.

120.
-120.
-122.

69
57
21
56
65
7
61
08

05
C3
H4
Cc6

T(JKL)

108.
110.
108.
.08
108.
109.
108.
.17

111

111

98
06
23

81
86
35

C1
C3
c4
Cc6

Cc2
H3
04
H61

R(KL)

.0950
.5340
.0919
.5253
.1068
.5177
.1024
.5287

N T = = T = T = T ==



IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
PATC

RESI
GROU
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
GROU
ATOM
ATOM
ATOM
ATOM
GROU

Cc6
Cc6
H63
H63
05
C1
Cc2
Cc3
Cc4
C5
Cc4
05
Cc1
Cc2
C3
FIRS

AXYL

C1
H1
01
HO1
C5
H51
H52
05

Cc2
H2
02
HO2

C3
H3
03
HO3

05
C4
H62
C5
C1
Cc2
C3
Cc4
C5
05
C5
C1
Cc2
Cc3
Cc4

*Ch
*C5
*C6
*C6
Cc2
C3
C4
C5
05
C1
Cc6
01
02
03
04

NONE LAST

0.00000

CTS
HAS
OHS
HOS
CTS
HAS
HAS
OES

CTS
HAS
0HS
HOS

CTS
HAS
OHS
HOS

H5
05
H61
H62
C3
c4
C5
05
C1
Cc2
H63
HO1
HO2
HO3
HO4
NONE

0.200
0.090

.660

0.430

.160

0.090

.090
.400

0.140
0.090

.660
.430

0.140

.090
.660
.430

.5099
.5099
.4132
.4132
.4254
.5340
.5253
5177
.5288
.4274
.5287
.4254
.5340
.5253
.5177

e e e e T o T e e e ST S S =

H

108.
111.
110.
110.
110.
111.
109.
111.
108.
113.
111.
111.
110.
108.
108.

51 H
\/

10
57
47
45
06
08
86
17
69
7
57
55
87
09
31

52

H4 C5--05

! HO4-04

\/
-C4
\

\

/

118.
119.
-120.
-121.

-170.
4.
-100.
-165.
134.

01-HO1

/
C1-H1

69
10
32
53

.09
.23
.25
.46
.25
.97

28
87
51
88
18

! 4C1 alpha-D-xylopyranose

H3-C3--C2-02-H02

03 H2

I
HO3

109.
108.
107.
108.
.08
109.
.17
108.
113.
110.
110.
107.
112.
112.
106.

111

111

65
69
85
99

86

69
7
06
45
83
13
08
97

O O O O FH H B H B B R R s e

.1042
.4274
.0945
.0959
.5253
5177
.5288
.4274
.4254
.5340
.4132
.9684
.9638
.9730
.9713
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Chapter B. CSFF CHARMM Topology File

ATOM
ATOM
ATOM
ATOM
BOND
BOND
BOND
BOND
DONO
DONO
DONO
DONO
ACCE
ACCE
ACCE
ACCE
ACCE
!

IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC
IC

201

Cc4
H4
04

HO4

C1
c2
C3
04

BLNK
BLNK
BLNK
BLNK

01
02
03
04
05

01
01
02
02
03
03
04
04

H52
H52

05
C1
c2
C3
Cc4
C5
05
Cc1
c2
C3

CTS
HAS
0HS
HOS
01

H2

03

HO4
HO1
HO2
HO3
HO4

Cc2
05
Cc3
C1
Cc4
Cc2
C5
Cc3
05
C4
C1
Cc2
Cc3
C4
C5
05
C1
Cc2
Cc3
C4

*C1
*C1
*C2
*C2
*C3
*C3
*C4
*C4
*C5
*C5
Cc2
C3
Cc4
C5
05
C1
01
02
03
04

0.140
0.090
-0.660
0.430

H1
Cc2
H2
C3
H3
Cc4
H4
C5
H51
05
Cc3
Cc4
C5
05
C1
Cc2
HO1
HO2
HO3
HO4

01
02
C3
C5

R(IK)

.3889
.3889
.4154
.4154
.4157
.4157
.4252
. 4252
.0813
.0813
.4254
.5340
.5253
.5177
.5288
L4274
.4254
.5340
.5253
.5177

e e e e e T e =T T S e e e e e N S O

HO1
HO2

Cc4

H51

T(IKJ)

109.
111.
112,
110.
110.
108.
110.
108.
108.
111.
110.
111.
109.
111.
108.
113.
111.
110.
108.
108.

35
55
27
87
61
09
90
31
10
57
06
08
86
17
69
7
55
87
09
31

PHI

.69
.57
.21
.56
.65
7T
.61
.08
.69
.10
.09
.23
.25
.46
.25
.97
.87
.51
.88
.18

H52

T (JKL)

108.
110.
108.
.08
108.
109.
108.
A7
109.
108.
.08
109.
.17
108.
113.
110.
107.
112.
112.
106.

111

111

111

111

98
06
23

81
86
35

65
69

86

69
7
06
83
13
08
o7

O O O O FH H kB B R R R R R R R R s s e

Cc2

H3

04
05

R(XL)

.0950
.5340
.0919
.5253
.1068
5177
.1024
.5287
.1042
L4274
.5253
5177
.5288
L4274
.4254
.5340
.9684
.9638
.9730
.9713



PATC FIRS NONE LAST NONE

e Patches ______________________ o __
PRES BETA 0.0 ! patch to make the C1 group equitorial (beta)
GROU !

ATOM C1  CBS 0.200 ! <--- this is the changed ATOM

IC 01 €2 =C1 H1 1.3890 105.75 114.54 108.17 1.0950

IC 01 05 =C1 C2 1.3890 111.55 117.06 110.06 1.5340
PRES C2 0.0 ! patch to make the C2 group axial

IC 02 €3 =C2 H2 1.4215 111.64 128.12 105.85 1.0010

IC 02 C1 =*xC2 C3 1.4215 106.16 120.87 109.90 1.5186
PRES C3 0.0 ! patch to make the C3 group axial

IC 03 €4 =*C3 H3 1.4157 110.61 -120.65 108.81 1.1068

IC 03 €2 =*=C3 (4 1.4157 108.09 -120.77 109.86 1.5177
PRES C4 0.0 ! patch to make the C4 group axial

IC 04 C5 =*=C4 H4 1.4215 107.18 119.92 110.37 1.1004

IC 04 C3 =*C4 Cb 1.4215 110.06 118.59 111.17 1.5289
PRES C5 0.0 ! patch to make C5 group axial, as in an L-sugar
IC C6 05 =*C5 H5 1.5099 108.10 -118.69 109.65 1.1042

IC C6 C4 =C5 05 1.5099 111.57 -119.10 108.69 1.4274
PRES GL14 0.0 ! 1-4 linkage when the reducing ring

GROUP ! is an alpha-sugar

ATOM 1c5 CTS 0.1 !
ATOM 1h5 HAS 0.1 !
ATOM 105 OES -0.4 !
ATOM 1H1 HAS 0.1 !
ATOM 1C1 CTS 0.30 !
ATOM 101 OES -0.4 !
ATOM 2C4 CTS 0.10 !
ATOM 2H4 HAS 0.10 !
DELETE ATOM 1HO1
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Chapter B. CSFF CHARMM Topology File

DELETE ATOM 204
DELETE ATOM 2HO04
BOND 101 2C4

! 1-4 linkage when the reducing ring

2C4
2C4
2C4
2C5
2C3
2C3

110.
117.
109.
110.
110.
107.

2cbh
2c3
2h4
2H5
2C2
203
64
87
15
91
91
98

ANGL 1C1 101 2C4 101 2C4 2C3
ANGL 101 2C4 2C¢5 101 2C4 2H4
DIHE 105 1C1 101 2C4 1C1 101
DIHE 1C2 1C1 101 2C4 1C1 101
DIHE 1h1 1C1 101 2C4 1C1 101
DIHE 101 2C4 2C5 2C6 101 2C4
DIHE 101 2C4 2C5 205 101 2C4
DIHE 101 2C4 2C3 2H3 101 2C4
IC 1H1 1C1 101 2C4 1.0882
IC 1C1 101 2C4 2H4 1.4138
IC 2C3 2C5 *2C4 101 1.5265
IC 2C5 101 *2C4 2H4 1.5340
IC 101 2C4 2C5 205 1.4195
IC 101 2C4 2C3 2C2 1.4195
PRES GB14 0.0

GROUP ! is a beta-sugar
ATOM 1C5 CTS .1 !

ATOM 1H5 HAS 0.1 !

ATOM 105 OES -0.4 !

ATOM 1H1 HAS 0.1 !

ATOM 1C1 CBS 0.30 !

ATOM 101 OES -0.4 !

ATOM 2C4 CTS 0.10 !

ATOM 2H4 HAS 0.10 !

DELETE ATOM 1HO1

DELETE ATOM 204

DELETE ATOM 2H04

BOND 101 2C4

ANGL 1C1 101 2C4 101 2C4 2C3
ANGL 101 2C4 2C5 101 2C4 2H4

DIHE 105 1C1 101 2C4
DIHE 1c2 1C1 101 2C4
DIHE 1h1 1C1 101 2C4
DIHE 101 2C4 2c5 205

203

1C1 101 2C4 2c5
1C1 101 2C4 2c3
1C1 101 2C4 2h4
101 2C4 2c5 2C6

4.
13.
-118.
121.
-178.
174.

85
26
85
00
47
59

117.
110.
110.
110.
109.
110.

87
59
91
59
01
07

L

.4195
.0977
.4195
.0977
.4229
.5280



DIHE
DIHE
IC
IC
IC
IC
IC
IC

PXXXXXXXXXXXXXXXXXXXXXXX

101
101
1H1
1C1
2C3
2C5
101
101

2C4 2c5 2H5
2C4 2c3 203

1C1

10

1

101 2C4
2C5 *2C4
101 *2C4
204 2C5
2C4 2C3

2C4
2H4
101
2H4
205
2C2

XYL TO XYL JOINT XXXXXXXXXXXXXXXXXXXXXXXXXXX

101 2C4 2c3
101 2C4 2c3
1.0882
1.4138
1.5265
1.5340
1.4195
1.4195

1-4 linkage for dixylose

PRES XY14 0.0 !

GROUP !

ATOM 1C5 CTS 0.0 !

ATOM 1H51 HAS .1 !

ATOM 1H52 HAS .1 !

ATOM 105 OES -0.4 !

ATOM 1H1 HAS 0.1 !

ATOM 1C1 CTS .30 !

ATOM 101 O0OES -0.4 !

ATOM 2C4 CTS 0.10 !

ATOM 2H4 HAS 0.10 !

DELETE ATOM 1HO1

DELETE ATOM 204

DELETE ATOM 2HO04

BOND 101 2C4

ANGL 1C1 101 2C4 101 2C4 2C3
ANGL 101 2C4 2C5 101 2C4 2H4
DIHE 105 1C1 101 2C4 1C1 101
DIHE 1C2 1C1 101 2C4 1C1 101
DIHE 1H1 1C1 101 2C4 1C1 101
DIHE 101 2C4 2C5 2H51 101 2C4
DIHE 101 2C4 2C5 205 101 2C4
DIHE 101 2C4 2C3 2H3 101 2C4
IC iH1 1C1 101 2C4 1.0882
IC 1C1 101 2C4 2H4 1.4138
IC 2C3 2C5 *2C4 101 1.5265
IC 2C5 101 *2C4 2H4 1.5340
IC 101 2C4 2C5 205 1.4195

110.
117.
109.
110.
110.
107.

2C4
2C4
2C4
2C5
2C3
2C3

110.
117.
109.
110.
110.

2C2

2H3

64 4.85
87 13.26
15 -118.85
91 121.00
91 -178.47
98 174.59

2¢5
2c3
2h4
2H52
2C2
203
64 4.85
87 13.26
16 -118.85
91 121.00
91 -178.47

117.
110.
110.
110.
109.
110.

87
59
91
59
01
07

117.87
110.59
110.91
110.59
109.01

.4195
.0977
.4195
.0977
.4229
.5280

T = e e e

1.4195
1.0977
1.4195
1.0977
1.4229

204
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IC

PRES
IC
IC
IC
IC
IC
IC

PRES
GROUP
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
BOND

ANGL
ANGL
DIHE
DIHE
DIHE
DIHE
DIHE
IC
IC
IC
IC
IC
IC

205

101 2C4 2C3 2C2

1C4
05
C1
c2
C3
c4
C5

GB16

1H1
1C1
101
1C5
1H5
105
2C6
2H61
2H62

0.0
c1 C2
c2 C3
c3 C¢C4
c4 C5
Cs 05
05 C1

0.0

HAS 0.1

CTS 0.25
0ES -0.4

CTS

HAS

0ES -0.4

CPS 0.05
HAS 0.1

HAS 0.1

101 2C6

DELETE ATOM 1HO1
DELETE ATOM 206
DELETE ATOM 2HO06

1C1

101
105
1C2
1H1
101
101
1H1
1C1
1C1
105
101
101

101 2Cé6
206 2H61
1C1 101 2C
1C1 101 2C
1C1 101 2C
2C6 2C5 20
206 2C5 2C
1C1 101
101 2C6
162 1C3
1C1 101
206 2C5
2H62 *2C6

1.4195

107

.98

174.59 110.07

1.

5280

! patch to make the ring a 1c4 conformation
.5253
.5177
.5288
.4274
.4254

C3 1.4254 110.06
C4 1.5340 111.08
C5 1.5263 109.86
05 1.5177 111.17
Cc1 1.5288 108.69
C2 1.4274 113.77
'Beta 1-6 linkage
101 2C6 2C5
101 2C6 2H62
6 1C1 101 2C6 2C5
6 1C1 101 2C6 2H6
6 1C1 101 2C6 2H6
5 101 2C6 2C5 2H5
4
2C6 1.0950 109.00
2C5 1.3900 113.00
1C4 1.5340 111.08
2C6 1.4254 111.55
2C4 1.4000 110.40
2H61 1.4132 110.47

-57.
56.
-52.
49.
-52.
56.

2
1

180.
180.
-561.
180.
180.
-120.

64
15
90
15
02
7

00
00
23
00
00
32

111.
109.
111.
108.
113.
110.

113.
110.
109.
113.
111.
107.

08
86
17
69
7
06

00
40
86
00
57
85

1

1
1
1
1
1

.5

e = e T e

340

.4000
.5099
.5177
.4000
.5287
.0945



IC

PRES

GROUP

ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM
ATOM

101

GL11

1C5
1H5
105
1H1
1C1
101
2C1
2H1
2C5
2H5
205

2C5

CTS
HAS
OES
HAS
CTS
OES
CTS
HAS
CTS
HAS
OES

*2C6 2H62

0.0

0.10
0.10

.40

0.10

.30
.40
.30

0.10

.10

0.10

-0.

DELETE ATOM 1HO1
DELETE ATOM 201
DELETE ATOM 2HO1

BOND
ANGL
ANGL
DIHE
DIHE
DIHE
DIHE
DIHE
IC
IC
IC
IC
IC
IC

END

101
1C1
101
105
1C2
1H1
101
101
1H1
1C1
205
2C2
101
101

2C1
101
2C1
1C1
1C1
1C1
2C1
2C1
1C1
101
2C2
101
2C1
2C1

2C1
2C2
101
101
101
2C2
2C2
1

2
*2
*2
2

2

40

1.4132

1-1 linkage when the reducing ring

101 2C1 205

101 2C1 2H1
2C1 1C1 101
2C1 1C1 101
2C1 1C1 101
202 101 2C1
2C3 101 2C1
01 2C1 1.0882
C1 2H1 1.4138
C1 101 1.5265
C1 2H1 1.5340
Cc2 2C3 1.4195
05 2C5 1.4195

110.45 -121.53 108.99

2C1
2C1
2C1
2C2
205

110.
117.
109.
110.
110.
107.

! is an alpha-sugar

205
2C2
2H1
2H2
2C5
64
87
15
91
91
98

13.
-118.
121.
-178.
174.

.85

26
85
00

59

117.
110.
110.
110.
109.
110.

87
59
91
59
01
07

1.

e e e e

0959

.4195
L0977
.4195
.0977
.4229
.5280

206



Appendix C

CSFF CHARMM Parameter File

3k 2k ok 3k 2k 3k 3k ok 2k k ok >k ok 2k ke ok %k k dk k ok k 2k ok k >k ok k 3k 3k ok >k k 3k 3k 3k ok %k 2k 2k ok >k >k dk 3k k 5k >k >k k 3k 3k ok >k 2k 3k 3k 5k %k %k k 5k >k 4k >k %k 5k %k %k *k ¥k

* Carbohydrate parameter file CSFF_parm.inp
* for pyranose simulations
* Michelle Kuttel, J. W. Brady and Kevin J. Naidoo

*

Aug/Sep 2001
Modified from PHLB (Palma-Himmel-Liang-Brady) force field parameters:

*

* added CPS atom type and altered primary alcohol
* dihedral force constants from CTS values
* to lower energy the barriers to primary alcohol rotation

* Comments to Kevin J. Naidoo email:knaidoo,science.uct.ac.za

sk sk s s s ok ok ki sk s s sk ok sk sk sk s ke ok sk ke s s ke sk sk sk s s ok sk sk s sk sk s sk ok stk s s s ke sk s s s ke ke ks s s ok ke sk
*

!

!references

!

!This Force Field (CSFF)

!

'M.Kuttel, J. W. Brady, K. J. Naidoo

!

IPHLB force field precursor

!

'R. Palma and M. E. Himmel and G. Liang and J. W. Brady. "Molecular
'Mechanics Studies of Cellulases" in "Glycosyl Hydrolases in Biomass
!Conversion: ACS Symposium Series", published by ACS, 2001, editor

M. E. Himmel
!
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'HBFB force field precursor

!S. N. Ha and A. Giammona and M. Field and J. W. Brady, "A revised

!potential-energy surface for molecular studies of carbohydrates",

!Carbohydr. Res., 1988,180,207-221

! NOTE: messages about multiple dihedral terms on reading this file are

! normal and signify that the multiple dihedral terms have in fact

! correctly been read (see CHARMM docs - parmfile.doc)

BONDS
HOS
HAS
HAS
HAS
CTS
CPS
CBS
CTS
CTS
CBS
CTS
CBS
HSPC
HSPC
HT
HT

0OHS
CTS
CPS
CBS
OHS
OHS
0OHS
CTS
CPS
CTS
0ES
0OES
0SPC
HSPC
oT
HT

THETAS

HAS
HAS
HAS
HAS
HAS
OHS
OHS
OHS
OHS
0HS
HOS
HOS

CTS
CBS
CTS
CTS
CPS
CTS
CBS
CTS
CPS
CTS
0OHS
OHS

460.
335.
335.
335.
384.
384.
384.
325.
325.
325.
.3133
.3133

385
385

450.
0.
450.

CTS
CTS
CBS
CPS
CTS
CTS
CTS
CBS
CTS
CPS
CTS
CBS

5000
6034
6034
6034
0792
0792
0792
5297
5297
5297

0

0
0
0

42.
42.
42,
42.
42.
112.
112.

112

112.

112
57
57

9062
9062
9062
9062
9062
2085
2085
.2085
2085
.2085
.5478
.5478

= e T e e e e e = R N N S N S )

.9595
.1000
.1000
.1052
.4066
.4066
.3932
.5066
.5066
.5074
.4165
.4202
.0

.6329931
L9572
.5139

109.
109.
109.
109.
109.
107.
107.
107.
107.
107.
109.
109.

SPC Geometry

SPC Geometry (for SHAKE)
TIP3P geometry

TIP3P geom(for SHAKE)

7502
7502
7502
7502
7502
6019
6019
6019
6019
6019
1722
1722
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HOS
HAS
HAS
HAS
HAS
HAS
HT
HSPC
HAS
HAS
CTS
CBS
CPS
CTS
CBS
CPS
CTS
CTS
CBS
OES
0ES
OES
0ES

0OHS
CTS
CPS
CTS
CBS
CPS
0T
0SPC
CTS
CBS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
0ES
0ES
CTS
CBS
CTS
CBS

DIHEDRALS

CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CBS
CBS

209

CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS

CPS
HAS
HAS
OHS
0HS
0HS
HT
HSPC
0ES
OES
CTS
CTS
CTS
0ES
0ES
0ES
OES
CTS
CTS
OHS
0HS
OES
0ES

CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS

CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
0ES
OES
0ES
0ES
0ES

57.
36.
36.
52.
52.
52.
55.
55.
62.
62.
167.
167.
167.
169.
169.
169.
169.
92.
92.
4.
4.
37.
37.

5478
8220
8220
5070
5070
5070
0

0

2500
2500
3535
3535
3535
0276
0276
0276
0276
5892
5892
2586
2586
4370
4370

.0683
.5605
.1955
.0683
.5605
.1955
.0683
.5605
.1955
.2007
.3145
.0618
.2007
.3145

N B, W N, WN P, WON P, WD -

O O O O O O O © © o o o o o

109.
106.
106.
109.
109.
109.
104.
109.
106.
106.
110.
110.
110.
108.
108.
108.
108.

111
111

115.
110.
112.
106.

O O O O O O O © © o o o o o

1722
1784
1784
3850
3850
3850
52 ! FROM TIP3P
47122 ! FROM SPC
4025
4025
6156
6156
6156
3759
3759
3759
3759
.5092
.5092
7322
3385
1882
9160

IMK - CTS value unchanged
MK - CTS value unchanged
MK - CTS value unchanged



CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CBS
CBS
CBS
CBS

CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES
0ES

CTS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CPS

0ES
OES
0ES
OES
OES
0ES
0ES
0ES
0ES
OES
OHS
OHS
0OHS
OHS
OHS
0OHS
OHS
OHS
0OHS
OHS
OHS
OHS
0HS
OHS
OHS
CTS
CTS
CTS
CPS
CPS
CPS
CTS
CTS
CTS
CPS
CPS
CPS
CTS

.0618
.2007
.3145
.0618
.2007
.3145
.0618
.2007
.3145
.0618
.9139
.2739
.0340
.9139
.3739
.0340
L7139
.0239
.0340
.9139
.3739
.0340
.9139
.3739
.0340
.8477
.3018
.3763
.8477
.3018
.3763
.8477
.3018
.3763
.8477
.3018
.3763
.8477

= W NP, WN R, WN R, WONPR, WONERE, WON R, WONRER, LN, ONRFR, WODN R O, O R~ W

O O O O O O O © O O O O O O O O O O O O O O O 0O © O © 0o o o o o o o o o o o

O O O O O O O O O O O O O © O O O O © © O O O O © © © o o o o o o o o o o o

MK
MK
MK

MK
MK
MK

MK
MK
MK

'MK
MK
MK

'MK
MK
MK

MK
MK
MK
MK

CTS
CTS
CTS

CTS
CTS
CTS

changed from -1.9139
changed from -0.3739

value
value

value

value
value

value

unchanged
unchanged

unchanged

unchanged
unchanged

unchanged

CTS value unchanged

CTS
CTS
CTS

CTS
CTS
CTS

CTS
CTS
CTS
CTS

value
value

value

value
value

value

value
value
value

value

unchanged
unchanged

unchanged

unchanged
unchanged

unchanged

unchanged
unchanged
unchanged

unchanged
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CBS O0OES CPS CTS -0.3018 IMK - CTS value unchanged
CBS O0OES CPS CTS 0.3763 'MK - CTS value unchanged
CPS O0ES CTS CTS -0.8477 MK - CTS value unchanged
CPS O0ES CTS CTS -0.3018 MK - CTS value unchanged
CPS OES CTS CTS 0.3763 'MK - CTS value unchanged
CTS O0OES CBS CTS -0.8477

CTS O0OES CBS CTS -0.3018

CTS OES CBS CTS 0.3763

CTS O0ES CPS CTS -0.8477 MK - CTS value unchanged
CTS O0ES CPS CTS -0.3018 MK - CTS value unchanged
CTS OES CPS CTS 0.3763 IMK - CTS value unchanged
CPS O0ES CBS CTS -0.8477 MK - CTS value unchanged
CPS O0OES CBS CTS -0.3018 IMK - CTS value unchanged

CPS OES CBS CTS
HAS CTS CTS CTS
HAS CTS CTS CTS
HAS CTS CTS CTS
HAS CBS CTS CTS
HAS CBS CTS CTS
HAS CBS CTS CTS
HAS CPS CTS CTS
HAS CPS CTS CTS
HAS CPS CTS CTS
HAS CTS CTS CBS
HAS CTS CTS CBS
HAS CTS CTS CBS
HAS CTS CTS CPS
HAS CTS CTS CPS
HAS CTS CTS CPS
HAS CTS CTS HAS
HAS CTS CTS HAS
HAS CTS CTS HAS
HAS CBS CTS HAS
HAS CBS CTS HAS
HAS CBS CTS HAS
HAS CPS CTS HAS
HAS CPS CTS HAS
HAS CPS CTS HAS

.3763
.0000
.0000
.1441
.0000
.0000
.1441
.0000
.0000
.1441
.0000
.0000
.1441
.0000
.0000
.1441
.0000
.0000
.1595
.0000
.0000
.1595
.0000
.0000
.1595

'MK - CTS value unchanged

'MK - CTS value unchanged
'MK - CTS value unchanged
'MK - CTS value unchanged

'MK - CTS value unchanged
'MK - CTS value unchanged
'MK - CTS value unchanged

O O O O O O O O O O O O O O © O O O O O © © O o o o o o o o o o o o

.0

.0 'MK - CTS value unchanged
.0 'MK - CTS value unchanged
.0 'MK - CTS value unchanged

W NP, WN R, W, WD, W, WD, O, WD, WO, ON WD, WN
O O O O O O O O O O O O O O O O O O O O O O O 0O © O © 0o o o o o o o o o o o

O O O O O O O © © O O O O O O O 0O o o o o o o o o
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HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS
HOS

CTS
CTS
CTS
CBS
CBS
CBS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CPS
CPS
CPS
OHS
0OHS
0HS
OHS
0OHS
OHS
OHS
0OHS
OHS
0OHS
OHS
OHS
0OHS
OHS
0OHS
0OHS
OHS

0ES
0ES
0ES
OES
0ES
0ES
OES
0ES
0ES
OES
0ES
0ES
0ES
0ES
0ES
0ES
OES
0ES
0ES
OES
0ES
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS

CTS
CTS
CTS
CTS
CTS
CTS
CPS
CPS
CPS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CBS
CBS
CBS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
HAS
HAS
HAS
HAS
HAS

o O O O O 0O 0O O 0O »r O O+ O O Bk O O O O O O O O O O O 0o 0o o o o o o o o o

.0000
.0000
.2840
.0000
.0000
.2840
.0000
.0000
.2840
.0000
.0000
.2840
.0000
.0000
.2840
.0000
.0000
.2840
.0000
.0000
.2840
.0504
.1336
.3274
.0504
.1336
.3274
.0504
.1336
.3274
.0504
.1336
.3274
.0000
.0000
.0677
.0000
.0000

N B, WO N P, WON P, WON R ODNFr WONRFP ONRFR ONRPR OWNPFPR ONRFR ONRFR ONPFRr WD e

O O O O O O O O O O O O O O O O O O O O O O O 0O © O © 0o 0o o o o o o o o o o
O O O O O O O O O O O O O O O O O O © O © O O O © © © o o o o o o o o o o o

MK
MK
MK
MK
MK
MK

MK
MK
MK
MK
MK
MK

MK
'MK
MK

MK
MK
MK
MK
MK

CTS
CTS
CTS
CTS
CTS
CTS

CTS
CTS
CTS
CTS
CTS
CTS

CTS
CTS
CTS

CTS
CTS
CTS
CTS
CTS

value
value
value
value
value

value

value
value
value
value
value

value

value
value

value

*

40%
40%
40%
40%
40%

*

*

*

*

unchanged
unchanged
unchanged
unchanged
unchanged

unchanged

unchanged
unchanged
unchanged
unchanged
unchanged

unchanged

unchanged
unchanged

unchanged

(hyd rot)
(hyd rot)
(hyd rot)
(hyd rot)
(hyd rot)

212



Chapter C. CSFF CHARMM Parameter File

HOS
HOS
HOS
HOS
OES
0ES
OES
0ES
OES
OES
0ES
OES
0ES
0ES
OES
0ES
OES
0ES
0ES
OES
0ES
OES
0ES
0ES
OES
0ES
OES
OES
0ES
OES
0ES
OES
OES
0ES
OES
0ES
0ES
OES

213

0OHS
OHS
0HS
OHS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CBS
CBS
CBS
CTS
CTS
CTS
CTS

CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CPS

HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
OES
0ES
OES
0ES
0ES
OES
0ES
OES
OES
0HS
OHS
0HS
OHS
OHS
0HS
OHS
0HS
0HS
OHS

©O O O O O O O O O O O O o o ©o ©o o o o

1
o N

.0677
.0000
.0000
.0677
.0000
.0000
.1686
.0000
.0000
.1686
.0000
.0000
.1686
.0000
.0000
.1686
.0000
.0000
.2086
.6785
.7851
.25562
.6785
.7851

0.2552

.6785

0.7851
0.2552

. 7993
.5688

0.4204

.7993

0.5688
0.4204

.7993

0.5688

.4204
.0193

W NP, WN R, WN R, WONPRP, WONERE, WON R, WON R O, ONPF WODN R O O R~ W

O O O O O O O O O O O O O O O O O O O O O O O 0O © O © 0o 0o o o o o o o o o o
O O O O O O O O O O O O O O O O O O © O © O O O © © © o o o o o o o o o o o

'MK
MK
MK
MK

MK
MK
MK

MK
MK
MK

CTS * 40Y%
CTS * 40%
CTS * 40%
CTS * 40%

CTS value
CTS value
CTS value

CTS value
CTS value

(hyd rot)
(hyd rot)
(hyd rot)
(hyd rot)

unchanged
unchanged

unchanged

unchanged

unchanged

changed from 0.1686

'MK - CTS value unchanged

MK - CTS value unchanged

'MK - CTS value unchanged

MK

changed from -3.7993



0ES
OES
0ES
OES
OES
0ES
OES
0ES
OES
OES
0ES
OES
0ES
0ES
OHS
0HS
OHS
0HS
0HS
OHS
0ES
OES
0ES
0ES
OES
0ES
OHS
OHS
OHS
OHS
0HS
OHS
OHS
0HS
OHS
0HS
0HS
OHS

CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS
CBS
CBS
CBS
CTS
CTS
CTS
CBS
CBS
CBS
CTS
CTS
CTS
CBS
CBS
CBS
CTS
CTS
CTS
CBS
CBS
CBS
CPS
CPS
CPS
CTS
CTS
CTS

CPS
CPS
0ES
OES
0ES
0ES
OES
0ES
0ES
OES
0ES
0ES
0ES
0ES
0ES
0ES
OES
0ES
0ES
OES
OHS
OHS
0HS
OHS
OHS
0HS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CTS
CBS
CBS
CBS

0HS
OHS
CTS
CTS
CTS
CPS
CPS
CPS
CTS
CTS
CTS
CPS
CPS
CPS
CTS
CTS
CTS
CTS
CTS
CTS
HOS
HOS
HOS
HOS
HOS
HOS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS
HAS

| 1
o =

©O O O O O © © © © O O O O W + O »r O B B+ O B »r O O O O O O O o ©o ©o o o

.2688
.9704
.1948
.9778
.9115
.1948
.9778
.9115
.1948
.9778
.9115
.1948
.9778
.9115
.9193
.0102
L7294
.9193
.0102
L7294
.2936
.3295
.4323
.2936
.3295
.4323
.0000
.0000
.1472
.0000
.0000
.1472
.0000
.0000
.1472
.0000
.0000
.1472

W NP, WP, WN R, WN R, WONR, WODNPR, ONRR, ONERE NP, O, ONPR OONRR, DN

O O O O O O O O O O O O O O O O O O O O O O O 0O © O © 0o 0o o o o o o o o o o
O O O O O O O O O O O O O © O O O O © © O O O O © © © o o o o o o o o o o o

'MK
MK

MK
MK
MK

MK
MK
MK

changed from +0.5686
CHANGED from +0.4202

CTS
CTS
CTS

CTS
CTS
CTS

value
value

value

value
value

value

unchanged
unchanged

unchanged

unchanged
unchanged

unchanged

MK - CTS value unchanged

'MK - CTS value unchanged

'MK - CTS value unchanged
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OHS CTS
OHS CTS
0HS CTS
OHS CBS
OHS CBS
0OHS CBS

IMPROPER

NONBONDED NBXMOD 5

CTS
CTS
CTS
CTS
CTS
CTS

0HS
OHS
0HS
OHS
OHS
0HS

-4.
0.2907
0.4638

atom

9362

.9362

0.2907
0.4638

w N W -

o O O O O o

o O O O O o

CDIEL shift vatom VDISTANCE VSWITCH -

CUTNB 13.0 CTOFNB 12.0 CTONNB 10.0 EPS 1.0 E14FAC 1.0 WMIN 1.5

HSPC
HT
0SPC
0T
HOS
HAS
CTS
CBS
CPS
OHS
OES

NBFIX

O O O O O O © o o o o

.0000
.00
.0000
.00
.00
.00
.00
.00
.00
.00
.00

Emin

(kcal/mol) (A)

.0000
.046

.1554
.1521
.0460
.0220
.0200
.0200
.0200
.1521
.1521

Rmin

.3750
.2245
L7766
.7682
.2245
.3200
.2750
.2750
.2750
.7700
.7700

B R N NN R O B B O

o O O

SPC water hydrogen

TIP3P

SPC

TIP3P

.000 -0.01000
.000 -0.01000
.000 -0.01000

1.90000
1.90000
1.90000

! from para_na, onb

! from para_na, on6

! NBFIX the TIP3P water-water interactions
-0.152073 3.5365

0T
HT

HT
!

0T
HT
0T

-0.04598
-0.08363

0.4490
1.9927

! TIPS3P VDW INTERACTION

! the following will fix the SPC-sugar interaction terms

0SPC 0SPC
HSPC HSPC

215

-0.15539
-0.00000

3.5532

0.4490

! SPC VDW INTERACTION



HSPC
0SPC
0SPC
0SPC
0SPC
0SPC
0SPC
0SPC

! this force field treats hbonds implicitly using charges; therefore
! the following section wildcards all the energies to 0. Note that you
! should also set the IHBFRQ to zero in all calcs, to avoid wasting

! time updating the hydrogen bond list!

HBOND AEXP 4 REXP 6 HAEX 4 AAEX O NOACCEPTORS HBNOEXCLUSIONS ALL-
CUTHB 0.5 CTOFHB 5.0 CTONHB 4.0 CUTHA 5.0 CTOFHA 90.0 CTONHA 90.0

H*
END

0SPC
OHS
0ES
CTS
CBS
CPS
HAS
HOS

D

.00000
.15888
.15888
.13067
.13067
.13067
.11015
.00000

-0.00

2.

R N W W w w w

.9927
.4657
.4657
.4733
.4733
.4733
L7973

0
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